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Preface

Mechanical engineering, possibly the oldest engineering branch, combines cre-
ativity and knowledge to carry out the difficult task of transforming an idea into
reality. Mechanical engineering is a diverse subject that derives its breadth from the
need to design and manufacture everything from small individual parts and devices
to large systems. Since these skills are required for virtually everything that is built,
mechanical engineering is perhaps the broadest and most diverse of engineering
disciplines.

Mechanical engineers learn about materials, solid and fluid mechanics, ther-
modynamics, heat transfer, control, instrumentation, design, manufacturing and
many other areas to understand mechanical systems. This diversity calls for a
specialized knowledge, which divides mechanical engineering into various areas of
specialization. The emerging trends in mechanical engineering involve interaction
with other disciplines as well. The First International Conference on Mechanical
Engineering (INCOM 2018) was held at Jadavpur University, Kolkata, India,
during 4–6 January, 2018, which provided a platform for presenting original
research work in diverse areas of mechanical engineering and interaction between
mechanical engineers cutting across specializations. Apart from research articles,
the conference provided platform for presenting innovative trends in mechanical
engineering design, industrial practices and mechanical engineering education.

Mechanical Engineering Department of Jadavpur University, one of the oldest
mechanical engineering departments in India dating back to 1909, organized
INCOM 2018 which had sessions for contributed papers, plenary and keynote
lectures, and panel discussion for preparing roadmaps for Mechanical Engineering
Education and Research. INCOM 2018 was the first of a planned series of biennial
conference in Mechanical Engineering to be developed into a major international
event covering all aspects of Mechanical Engineering. This edition of the confer-
ence had 6 parallel sessions spread over 3 days consisting of 3 plenary lectures, 17
keynote lectures, 1 panel discussion and 202 contributed papers which have been
selected from a pool of 258 submitted papers through peer review. The reviewers
were chosen from acknowledged experts in their respective fields.
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The book presents original, significant and visionary papers describing recent
advances in materials, mechanical and industrial engineering. The book contains 34
chapters which are selected extended versions of peer-reviewed papers presented in
the conference. The chapters contain a careful blend of fundamental and applied
research in the frontiers of different areas of mechanical engineering including
significant advances in materials engineering, design innovations and industrial
engineering. This book will be useful to the students, teachers, research scholars,
scientists and engineers working in the field of materials, mechanical and industrial
engineering.

Chapter “Investigation and Optimization of Tribological Behavior of Electroless
Ni–B Coating at Elevated Temperatures” presents friction and wear characteristics
of heat-treated electroless Ni–B coating at different operating temperatures.
Taguchi-based gray relational analysis is used to predict the optimal parametric
setting to minimize wear loss and coefficient of friction of the coating sliding
against hardened steel.

Chapter “Enhanced Thermal and Mechanical Performance of Functionalized
Graphene Epoxy Nanocomposites: Effect Of Processing Conditions, Different
Grades and Loading of Graphene” presents fabrication of uniform, homogenous
and well-dispersed epoxy-based polyacroyl chloride functionalized grapheme
nanocomposites. The role of incorporation of grapheme nanoplatelets at different
weight percentage on the flexural properties of the nanocomposites is studied and
improved mechanical properties are obtained.

Chapter “Behaviour Analysis and Comparison of Tribological Characteristics of
Electroless Ni–B Coating under Dry and Lubricated Condition” presents deposition
and tribological characterization of nickel–boron (Ni–B) coatings deposited by
electroless technique on AISI 1040 steel specimens. Annealed coatings are tested
on a pin-on-disc-type tribo-tester under dry and lubricated conditions at various
loads, rotational speed and duration of sliding to evaluate friction and wear char-
acteristics of the coatings

Chapter “Friction and Wear Characteristics of Heat Treated Electroless Ni–P–W
Coatings Under Elevated Temperature” presents deposition of alkaline citrate-based
Ni–P–W film on steel substrate. The role of elevated operating temperature on
tribological behavior of heat-treated Ni–P–W coating is studied under different
applied load and sliding velocity.

Chapter “Hardness, Friction and Wear Trends of Electroless Ni-W-P Coating
Heat-Treated at Different Temperatures” presents wear performance of electroless
Ni–W–P coatings undergoing different heat treatment temperatures. It evaluates the
role of incorporation of tungsten to improve the tribological properties of Ni–P
coatings when subjected to high-temperature heat treatment.

Chapter “Transition Reference Temperature for 20MnMoNi55 RPV Steel at
Different Loading Rates” presents an adoption of Wallin’s methodology based on
master curve and reference temperature to assess fracture toughness for
20MnMoNi55 low carbon steel. Effect of loading rate on tensile and fracture
strength is studied in detail.
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Chapter “Comparative Study of Cyclic Softening Modelling and Proposition of a
Modification to ‘MARQUIS’ Approach” presents cyclic plastic response of SA333
steel subjected to uniaxial tension–compression cyclic loading. Predominant cyclic
softening is observed with initially non-Masing plastic curvature. Three different
softening models are approached with multi-segmented Ohno–Wang kinematic
hardening rule in commercial finite element platform.

Chapter “Development and Finite Element Implementation of a Simple
Constitutive Model to address Superelasticity and Hysteresis of Nitinol” presents
a new constitutive model to replicate stress-induced phase transformation behavior
of Nitinol. In addition to superelasticity, strain hardening and viscoplasticity are
thoroughly explored and incorporated in the model.

Chapter “Abrasive Jet Machining: Drilling of Porcelain Tiles and Soda Lime
Glass” presents machining performance of an indigenously built abrasive jet system
on soda lime glass and porcelain tiles. The role of characteristics of nozzle, flow
characteristics of the abrasive jet and workpiece material is investigated.

Chapter “Friction Stir Welding of Low-Carbon Steel” presents friction stir
welding of 4-mm-thick low carbon steel at different welding conditions. Joints are
characterized in respect of microstructure, tensile strength and hardness.

Chapter “Parametric Investigation of Various Electrolytes During Micro-
electrochemical Texturing on Stainless Steel” presents maskless electrochemical
micromachining method for generation of micro-surface textures. Friction tests are
carried out to demonstrate the tribological effects of micro-circular patterned
surfaces.

Chapter “Analysis of Casting Defects in Investment Casting by Simulation”
presents the benefit of using casting simulation software in investment casting to
analyze different defects like shrinkage porosity, cold shut, blow holes and hard
zones. Different case studies are considered to evaluate the accuracy of the simu-
lated models.

Chapter “Experimental Investigation of Fiber Laser Micro-Marking on
Aluminum 6061 Alloy” presents laser marking on aluminum 6061 alloy using
fiber laser. The role of influencing process parameters like power setting, duty
cycle, pulse frequency, scanning speed and defocus height is studied.

Chapter “An Approach to Numerical Modeling of Temperature Field in Direct
Metal Laser Sintering” presents the simulation of three-dimensional transient
temperature field in the build part in direct metal laser sintering of AlSi10Mg alloy
powder by using ANSYS platform. The simulations are carried out by considering
radiation, convection and temperature-dependent thermo-physical properties of
alloy powder.

Chapter “Parametric Optimization of TIG Welding Process on Mechanical
Properties of 316L Stainless Steel Using RSM” presents tungsten inert gas
(TIG) welding of 316L austenitic stainless steel material. The effects of process
parameters such as welding current, welding speed and shielding gas flow rate on
the weld joint quality are investigated.
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Chapter “A Study on the Structural Behaviour of AFG Non-uniform Plates on
Elastic Foundation: Static and Free Vibration Analysis” presents the effect of the
stiffness value of the elastic foundation on large deflection and free vibration of
axially functionally graded (AFG) non-uniform plate. The effects of the elastic
foundations are presented through load vs. maximum deflection plot, deflected
shape plot and backbone curves.

Chapter “Free Vibration of Rotating Twisted Composite Stiffened Plate” pre-
sents a first-order shear deformation-based finite element model to investigate the
free vibration response of rotating twisted composite stiffened plate. Parametric
studies are conducted to investigate the effect of angle of fibre orientation, pre-twist
angle, stiffener depth to plate thickness ratio and rotational speeds on the funda-
mental frequency and mode shapes of the stiffened plate.

Chapter “Growth of Yield Front of Functionally Graded Non-uniform Bars
under Thermal Load” presents the yield front propagation of functionally graded
(FG) non-uniform bars subjected to thermal loads. Parametric study is attempted to
reveal the nature of temperature field distribution, the effect of geometry parameters
and material parameters on the elasto-plastic deformation of FG bars under thermal
loading.

Chapter “Nonlinear Static Analysis and Superharmonic Influence on Nonlinear
Forced Vibration of Timoshenko Beams” presents static analysis and subsequently
superharmonic influence on the nonlinear dynamic behavior of externally excited
thick beams. Effect of higher-order harmonics on the frequency–amplitude response
is studied.

Chapter “Identification of Crack of Cantilever Beam Using Experimental Results
and a Hybrid Neuro-GA Optimization Technique” presents dynamic behavior of
free transverse vibration of an isotropic beam having single crack for cantilever
boundary condition. It considers crack parameter prediction NDT technique using
three optimization procedures to compare their suitability for structural health
monitoring with practical significance.

Chapter “Experimental Investigation on Static and Free Vibration Behavior of
Concentrically Stiffened Plates” presents experimental investigation and simulation
study of different types of concentrically stiffened plates under static and dynamic
conditions. Finite element simulation is performed through commercial software
ANSYS Mechanical APDL 15.0 for independent validation and comparison of
experimental data with an objective to establish the static deflection and natural
frequency characteristics under loading.

Chapter “A Shaft Finite Element for Analysis of Viscoelastic Tapered and
Hollow Tapered Rotors” presents the formulation of a finite element model for
viscoelastic tapered rotor using tapered rotor elements. A comparative numerical
study is performed for assessing rotor stability and frequency response using both
tapered, hollow tapered rotor element and stepped cylindrical rotor element.

Chapter “Numerical Analysis of Heat Transfer and Entropy Generation for
Natural Convection in a Quadrantal Cavity with Non-uniform Heating at the
Bottom Wall” presents the buoyancy-induced fluid flow, thermal transport and
irreversibility characteristics in a quadrantal cavity using numerical analysis. The
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irreversibility characteristics are presented in the form of distribution of local
entropy generation due to heat transfer attributes and fluid friction attributes within
the enclosure and the average Bejan number.

Chapter “Impact of Magnetic Field on Thermal Convection in a Linearly Heated
Porous Cavity” presents combined effect of magnetic field and buoyancy on the
thermo-fluid flow in a porous cavity considering top cold, bottom insulated and
sidewalls linearly heated. The temperature and flow fields are analyzed using iso-
therms and streamlines, whereas the visualization of convective heat flow is pre-
sented using heatlines.

Chapter “Effect of Turbulence on Stability of Journal Bearing with Micropolar
Lubrication: Linear and Non-linear Analysis” presents the effect of turbulence on
the stability of finite hydrodynamic journal bearing lubricated with micropolar fluid.
Both linear and nonlinear stability analyses are carried out.

Chapter “MHD Convection with Heat Generation in a Porous Cavity” presents
the magnetic field affected heat generation/absorption undergoing natural convec-
tion in a differentially heated cavity packed with porous media. The flow through
the porous medium is analyzed using Brinkman–Forchheimer–Darcy model
(BFDM) and examined graphically using streamlines, isotherms and average
Nusselt number plots.

Chapter “Studies on Fluid Flow Through an Elliptical Microchannel of Different
Aspect Ratios” presents fluid flow analysis within a straight microchannel of
elliptical cross section. Variational method with slip boundary conditions is adopted
to determine velocity distribution. The velocity profile, Poiseuille number and slip
coefficient are obtained as a function of aspect ratio and Knudsen number.

Chapter “Stresses and Deformation in Rotating Disk During Over-Speed” pre-
sents closed-form solution to predict permanent residual growth in rotating disk
with variable thickness for linearly strain hardening material behavior using
Tresca’s yield criteria and its associated flow rule. Results obtained using analytical
solutions are compared with finite element method and experimental tests results for
uniform thickness disks.

Chapter “Flow and Heat Transfer Characteristics of Surface-Mounted Cylinder
in Presence of Rectangular Winglet Pair” presents combined effect of finite height
circular cylinder and rectangular winglet pair (RWP) mounted on horizontal plate
has been studied using three-dimensional computations. Effect of different locations
of RWP corresponding to the cylinder center on heat and fluid flow characteristics
is considered.

Chapter “GA Optimization of Cooling Rate of a Heated MS Plate in a
Laboratory-Scale ROT” presents a laboratory-scale run-out table (ROT) experi-
mentation to determine the initial set of data for genetic algorithm (GA) to maxi-
mize the cooling rate of a hot mild steel plate subject to variation in the air flow rate
and the upper and lower nozzle bank distances.

Chapter “Experimental and Numerical Study of Velocity Profile of Air over an
Aerofoil in a Free Wind Stream in Wind Tunnel” presents a numerical simulation to
obtain the velocity profile for a non-standard aerofoil over five angles of attack
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including negative ones which are validated against the data obtained from wind
tunnel experimentation for conditions compatible with the simulation.

Chapter “Numerical Simulation of Vortex Shedding from a Cylindrical Bluff-
Body Flame Stabilizer” presents the qualitative aspects of the vortex shedding
phenomena in two-dimensional, laminar transient flow past a cylindrical bluff body,
with methane injection at cross-flow arrangement. The methane mass fraction and
the injection velocity of methane injected from the slotted cylinder are altered
simultaneously to investigate their effects on the combustion, flame characteristics
and fluid mechanics.

Chapter “Entrepreneurial Culture-Driven Improvement of Technical Facets for
Product Quality and Customer Satisfaction” presents an empirical study to accu-
mulate primary data from different Indian manufacturing companies and identifies
the role of entrepreneurial culture to promote the technical improvements to
accelerate the new product development (NPD) success by developing quality
products as per customer demand.

Chapter “Managerial Support in R&D Operations and Practices for Realizing
Technological developments” presents an empirical study to identify the influential
role of top management to control the R&D activities in optimal way to develop
new products with technological advancement. Structural equation modeling
(SEM) approach is used to develop the structural model using IBM SPSS AMOS
21.0 software package.

Kolkata, India Prasanta Sahoo
Aveiro, Portugal J. Paulo Davim
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Chapter 1
Investigation and Optimization
of Tribological Behavior of Electroless
Ni–B Coating at Elevated Temperatures

Arkadeb Mukhopadhyay, Tapan Kumar Barman and Prasanta Sahoo

1.1 Introduction

Electroless nickel boron alloys have high hardness and excellent tribological
characteristics though the corrosion resistance is moderate [1]. Due to this, the
deposits are being widely investigated in tribological contact applications working
in demanding environments. The inherent self-lubricating morphology of the
coatings results in a reduction in the actual contact area and consequently a low
COF and wear [2–4]. In electroless deposition, there is no requirement of elec-
tricity. Hence, they have the advantage of being deposited over different varieties of
substrates with suitable pretreatments and activation [5–8].

The microhardness, tribological behavior, and corrosion resistance of the coat-
ings may be suitably controlled by tailoring the bath properties. The important bath
parameters include content of nickel chloride, sodium borohydride, and bath tem-
perature. Optimum electroless bath composition for enhanced wear depth and COF
has been reported by Das and Sahoo [9] using grey relational analysis (GRA). In the
same study, 85 °C bath temperature, 0.6 g/L sodium borohydride, and 20 g/L
nickel chloride have been suggested to improve the tribological characteristics of
Ni–B coatings [9]. An improvement of 19% in the microhardness of Ni–B coatings
could be achieved by controlling the bath parameters according to Taguchi’s
experimental design and optimization technique [10]. Heat treatment also leads to
an increase in hardness of Ni–B coatings and a resultant improvement in friction
and wear characteristics [11, 12]. Heat treating Ni–B coatings lead to precipitation
of crystalline Ni and its hard boride phases [13]. Therefore, the hard coatings
present a virtually incompatible surface to the counterface material which results in
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high wear resistance. In fact, vacuum heat treatment results in a chromium
equivalent high hardness [14]. Therefore, electroless Ni–B coatings may prove to
be an environmentally friendly replacement to chromium.

The tribological test parameters also influence the wear behavior and COF of
Ni–B coatings [11, 15]. Krishnaveni et al. [11] observed an increase in specific
wear rate and COF with an increase in applied normal load, while Madah et al. [15]
reported a decrease in specific wear rate of as-deposited Ni–B coatings with an
increase in normal load. Furthermore, an increase in applied normal load also leads
to a decrease in the ‘endurance life’ (effective sliding distance before failure of
coatings) [15]. A change in dominant wear mechanism also takes place at different
applied normal loads and sliding distances [15]. In general, as-deposited Ni–B
coatings exhibit adhesive wear phenomenon [16] due to high mutual solubility of
iron and nickel. Heat-treated Ni–B coatings exhibit abrasive wear with micro-
grooves and scratches along the direction of sliding [11]. The deposition of com-
posite electroless Ni–B–TiO2 [17], Ni–B–Al2O3 [18], Ni–B–Si3N4 [19], Ni–B–B4C
[20], etc., coatings with high hardness and wear resistance has been carried out
keeping in mind the demanding industrial challenges and working conditions.

Apart from the deposition of nanoparticles along with Ni–B coatings, the coating
characteristics may be also enhanced by alloying with W or Mo [21, 22].
Electroless Ni–B–W coatings exhibit higher hardness compared to the binary Ni–B
variant [23]. The oxidation resistance also improves by the inclusion of W in Ni–B
coatings [24]. Ni–B–Mo films exhibit higher thermal stability [22, 25]. Due to the
high thermal stability and oxidation resistance achieved by inclusion of Mo or W,
recent investigations are being carried out to evaluate tribological characteristics of
the deposits at elevated temperatures [23, 25–27]. High-temperature tribological
behavior of Ni–B-based coatings is characterized by the formation of lubricious
oxide patches and microstructural changes due to the in situ heat treatment effect
[23, 25–27].

From the ongoing discussion, it is noticed that the friction and wear character-
istics of Ni–B-based coatings have received widespread attention from researchers.
Recent studies have also reported the high-temperature tribological performance of
Ni–B-based coatings. The investigation and optimization of Ni–B coatings at high
temperatures have been scarcely investigated. The present work therefore aims to
carry out a systematic study and optimize the tribological behavior of Ni–B coat-
ings considering operating temperature as a process parameter along with normal
load and sliding speed. Wear (measured from mass loss) and COF are the responses
under investigation. Taguchi’s experimental design technique is coupled with grey
relational analysis for the optimization of wear and COF of the coatings simulta-
neously. Grey relational analysis has been used in the present work due to its
proven capabilities in optimizing multivariate and multi-objective optimization
problems. Analysis of variance is carried out to find the significance of process
parameters in influencing the wear and COF of the coatings. Wear mechanism at
elevated temperatures is also studied.

2 A. Mukhopadhyay et al.
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1.2 Grey Relational Analysis

The use of grey relational analysis (GRA) has been suggested by various researchers
for the optimization of a system with multiple responses due to its simplicity. In fact,
a significant improvement in tribological characteristics and microhardness could be
achieved by the use of GRA coupled with Taguchi’s experimental design technique
[9, 10]. Taguchi proposed the use of orthogonal arrays (OA) to reduce the number of
experiments without compromising on the quality of a system which would ulti-
mately lead to minimization of cost. The GRA or the grey system theory was first
introduced by Deng [28]. According to the grey theory, a system with no information
is black while a system with complete information is white. A system with
incomplete information is termed as grey. It would be interesting to note that the
relationship between the tribological test parameters and the tribological charac-
teristics is vague or uncertain. Therefore, this problem may be efficiently dealt by
using GRA. The steps followed for the optimization using Taguchi’s experimental
design and GRA may be summarized as follows:

(a) Selection of OA based on degrees of freedom (DOF) of the experiment.
(b) Performing experiments based on the combinations laid down in OA for pro-

cess parameters.
(c) Normalizing the responses based on higher-the-better, lower-the-better, and

nominal-the-best characteristics. In the present work, since wear and COF are
to be minimized, they are normalized based on lower-the-better characteristics
which is given as follows:

x�i kð Þ ¼ max xi kð Þ � xi kð Þ
max xi kð Þ �min xi kð Þ ð1:1Þ

where x�i kð Þ is the value of response after normalization, max xi kð Þ and min xi are
the largest and smallest values of xi kð Þ for the kth response.

(d) After normalization of responses, grey relational coefficient (GRC) is calcu-
lated. The GRC gives a comparison between the ideal (best = 1) and the
sequences obtained experimentally, i.e., deviation from the ideal. It may be
computed as:

ni kð Þ ¼ Dmin þ rDmax

D0i kð Þþ rDmax
ð1:2Þ

where D0i ¼ x0 kð Þ � x�i kð Þ�� �� = difference of the absolute value between x0 kð Þ and
x�i kð Þ. From the absolute value of differences, Dmax and Dmin are the corresponding
maximum and minimum values, respectively. Furthermore, the term ‘r’ is the
distinguishing coefficient. This controls the effect of Dmax when it becomes too
large. Generally, the value of ‘r’ used is 0.5 since it gives stable outcomes and has
moderate distinguishing ability [9].

1 Investigation and Optimization of Tribological Behavior … 3



www.manaraa.com

(e) The next step is the calculation of the multiple performance index, i.e., grey
relational grade (GRG). Here, a single response is obtained from the multiple
responses, i.e., the GRG. The grade may be evaluated by computing average of
GRCs of each sequence. After the calculation of GRG, optimal process
parameters are obtained from main effects plot.

(f) Finally, a confirmation or validation test is carried out. This is done to find out
if the application of GRA has resulted in improved performance at the optimum
parametric combination compared to any initial trial run. If the system exhibits
improvement in GRG compared to the initial test run, then the optimization
may prove to be beneficial. Moreover, the GRG obtained at optimal condition
by conducting experiments should be also in accordance with the predicted
grade. The predicted grade may be calculated as follows:

ĉ ¼ cm þ
Xn

i¼1

�ci � cmð Þ ð1:3Þ

where cm is the mean GRG, �ci is the mean grade at optimal level, and ‘n’ is the
number of process parameters considered to affect the system performance.

1.3 Experimental Details

Ni–B films are deposited on AISI 1040 steel. The dimensions are 6 mm diameter
and 30 mm length, referred to as ‘pin’ specimens. Prior to coating deposition, they
are cleaned thoroughly using deionized water. Degreasing is carried out in acetone.
The specimens are dipped into HCl and given a pickling treatment to remove any
oxide products and again rinsed in deionized water. Finally, the specimens are
dipped into the electroless bath. A schematic diagram of electroless deposition
setup is shown in Fig. 1.1. The electroless Ni–B bath is a sodium borohydride-
reduced alkaline EN bath with nickel chloride as the source of Ni ions. The detailed
description of coating deposition may be found in the work carried out by
Mukhopadhyay et al. [12]. Chemical composition of the coating bath is given in
Table 1.1. Post-deposition, the specimens are rinsed, dried in air, and heat treated at
350 °C for 1 h in a muffle furnace. After heat treatment, the coated specimens are
allowed to cool down to ambient temperature in the furnace itself. On heat treating
at 350 °C for 1 h, electroless Ni–B coatings exhibit enhanced tribological behavior
at high temperatures [12], while heat treating at 400 or 450 °C along with high test
temperature may lead to an aging effect and grain coarsening [12]. Therefore, from
the literature review 350 °C heat treatment temperature is selected.

Composition of the coatings is determined using energy-dispersive X-ray
(EDX) analysis (Make: EDAX CORPORATION). Surface morphology of the
coatings is observed using scanning electron microscope (SEM) (Make:
FEI QUANTA FEG 250). Phase transformation analysis is carried out using X-ray
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diffraction (XRD) technique (Make: Rigaku Ultima III). Vicker’s microhardness is
determined at 100 gf load, 25 µm/s approach velocity, and 15 s dwell time (Make:
UHL). Microhardness measurement setup is shown in Fig. 1.2.

Tribological tests are carried out on a pin-on-disk-type tribometer (Make:
Ducom India, TR-20-M56). Figure 1.3 illustrates the high-temperature tribological
test setup used in the present work. The counterface disk is of hardened EN 31
specification. Heat-treated Ni–B-coated specimens are held stationary against the
rotating disk. Process parameters under consideration are operating temperature,
applied normal load, and rotational speed of the counterface disk. The process
parameters with their levels are enlisted in Table 1.2. Track diameter and sliding
duration are kept fixed at 80 mm and 5 min, respectively. Since the present case
considers three factors at three levels, experiments are carried out based on
Taguchi’s L27 orthogonal array (OA) so that individual and interaction effects may
be determined. Mid-level combination of test parameters is the initial test condition.
The COF of the deposits is displayed in real time on a computer attached to the test
setup, while wear is obtained from mass loss after each experiment using a pre-
cision weighing balance. COF and wear are the responses considered in the present
investigation. Wear mechanism of the coatings is ascertained from SEM micro-
graphs of worn specimens.

Setup Stand

Temp. Sensor

Specimen Holder

Specimen

Magnetic Stirrer

Heating Plate

Speed Display

Speed Regulator

Temp. Regulator

Temp. Display

85.3
0000

Fig. 1.1 Schematic diagram of coating deposition setup
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Table 1.1 Electroless bath composition and deposition conditions [12]

Parameter Value

Bath composition

Nickel chloride 20 g/L

Sodium borohydride 0.8 g/L

Ethylenediamine 59 g/L

Lead nitrate 0.0145 g/L

Sodium hydroxide 40 g/L

Operating conditions

Deposition time 4 h

Bath temperature 90 ± 2 °C

Bath pH 12.5

Bath volume 200 ml

Fig. 1.2 Microhardness measurement instrument
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1.4 Results and Discussions

1.4.1 Coating Composition

EDX analysis reveals that the percentage by weight of Ni and B in the coatings
(as-plated condition) is 94.5 and 5.5%, respectively. Peaks of Ni and B may be
observed in Fig. 1.4, where the EDX spectrum is presented. In general, coatings
with B content of *5–6.5% by weight are mid-B coatings [29]. Electroless Ni–B
coatings considered in this study are therefore concluded to lie in the mid-B range.
From the B content, it is expected that the coatings may be amorphous or a mixture
of amorphous and nanocrystalline phases in as-deposited condition.

Fig. 1.3 High-temperature tribological test setup (pin-on-disk)

Table 1.2 Process parameters and their levels

Parameters Unit Levels

1 2 3

Temperature (A) °C 100 300a 500

Load (B) N 10 30a 50

Speed (C) rpm 60 80a 100
ainitial test run condition

1 Investigation and Optimization of Tribological Behavior … 7
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1.4.2 Coating Surface Morphology

The surface morphology of the coatings observed under SEM is presented in
Fig. 1.5. As-deposited Ni–B coatings resemble densely nodulated surface (Fig. 1.5
(a)). EN coatings in as-deposited condition have nodulated structures similar to that
observed in the present work [3]. The coatings heat treated at 350 °C appear like a
cauliflower with the formation of specific boundaries around the nodules (Fig. 1.5
(b)). The enlargement of nodules and appearance of cellular boundaries indicate
changes in microstructure due to heat treatment. Similar feature has been observed
by other researchers for electroless Ni–B coatings and its variants [7–12]. Low COF
of Ni–B coatings has been attributed to the nodulated morphology of the coatings.
SEM micrograph of cross section of Ni–B coating in as-plated state is shown in
Fig. 1.5(c). The cross-cut section indicates columnar growths. These growths are
efficient retainers of lubricants [7, 8]. Furthermore, the actual contact area is
reduced due to the columnar structures. This enhances the tribological performance
of the binary Ni–B alloy.

1.4.3 Phase Transformations

To understand the structural aspects, XRD of the as-deposited and heat-treated
coatings is carried out and shown in Fig. 1.6. The XRD spectrum of as-deposited
Ni–B coating may be observed in Fig. 1.6(a) which indicates a broad hump
superimposed by small peaks. Amorphous nature of as-deposited coatings is
manifested in the XRD spectrum as a broad peak. Higher segregation of B prevents
the nucleation of Ni phases resulting in an amorphous structure [11]. Post-heat
treatment at 350 °C, crystalline peaks of Ni, Ni3B, and Ni2B appear in Fig. 1.6(b).
Heat treatment results in the formation of crystalline Ni and its boride phases.
Therefore, it is concluded that the inflation in nodules and appearance of specific
cellular boundaries (Fig. 1.5(b)) are due to the crystallization of the coatings.

Fig. 1.4 EDX analysis of
as-deposited Ni–B coating
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Fig. 1.5 SEM of electroless Ni–B coating: a as-deposited, b heat treated, and c cross section

Fig. 1.6 XRD results of Ni–B coatings: a as-deposited and b heat treated

1 Investigation and Optimization of Tribological Behavior … 9
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1.4.4 Coating Microhardness

As-deposited Ni–B coating exhibits microhardness of 670 HV100. Krishnaveni et al.
[11] observed a microhardness of 570 HV100 in the case of as-deposited Ni–B
coating (6.5 wt% B). Madah et al. [15] reported a microhardness of 825 HV0.05.
The microhardness of as-deposited Ni–B coating is therefore comparable with other
research works. On heat treatment, the hardness increases to 1060 HV100. A high
hardness of Ni–B coatings is observed on heat treatment. This may be attributed to
precipitation hardening phenomenon and presence of nickel borides. Krishnaveni
et al. [11] observed a high hardness of 908 HV100 when the deposits underwent heat
treatment at 450 °C. On heat treating the coatings at temperatures greater than
450 °C, degradation in microhardness may take place. This happens due to the
conglomeration of borides [11]. Therefore, the number of hardening sites is
decreased. In general, improved microhardness leads to low wear rates and COF.
But it is not always necessary that high hardness will lead to enhanced tribological
behavior. This is particularly true when tribological behavior is observed at elevated
temperatures. Mukhopadhyay et al. [12] observed degradation in tribological
behavior of Ni–B coatings heat treated at 400 or 450 °C at high temperatures due to
such phenomenon.

1.4.5 Tribological Behavior of Ni–B Coatings

The experimental results following Taguchi’s L27 OA (combination of test param-
eters and corresponding COF/mass loss) are laid down in Table 1.3. From Table 1.3,
the trends in variation of COF and wear (in terms of mass loss) with varying
operating temperature, load, and speed are observed and the same is illustrated in
Fig. 1.7. For all values of load and speed, mass loss of the coatings decreases with an
increase in operating temperature as can be seen in Fig. 1.7(a). The mass loss
increases with an increase in load at 100 and 500 °C (at all values of speed, i.e., 60,
80, and 100 rpm). Only at 300 °C operating temperature, the mass loss of the
coatings at 50 N is intermediate to that observed at 10 and 30 N (Fig. 1.7(a)).
A decrease in mass loss of electroless Ni–B coatings with an increase in operating
temperature may be due to the formation of protective tribolayers [30, 31].

The variation of COF of electroless Ni–B coatings with the tribological test
parameters may be observed in Fig. 1.7(b). At 60 rpm, the COF of Ni–B coating
increases with an increase in operating temperature. Compared to 10 or 30 N load,
the COF at 50 N load is lower. As the speed is increased to 80 rpm, the COF
remains almost steady with an increase in operating temperature but again it is
lower at 50 N compared to that observed at 10 or 30 N. At highest value of speed,
i.e., 100 rpm, COF decreases with an increase in operating temperature. With load,
a significant change is not observed at 100 rpm. It is well known that the formation

10 A. Mukhopadhyay et al.
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of oxide layers is expedited at high operating temperatures [30, 31]. At higher
speeds, the replenishment of the lubricious oxides is higher [31]. Hence, the COF at
100 rpm (highest value of speed) decreases with increase in temperature.

1.4.6 Wear Mechanism at High Temperatures

The wear mechanism of Ni–B coatings at highest value of load and speed (50 N,
100 rpm) at 100, 300, and 500 °C may be observed in Fig. 1.8. At 100 °C, deep
grooves along the direction of sliding may be observed in Fig. 1.8(a). It seems that

Table 1.3 Combination of tribological test parameters along with the obtained values of
responses

Exp. No. Temperature (°C) Load (N) Speed (rpm) Experimental data

COF Wear (gm)

1 100 10 60 0.288 0.00321

2 100 10 80 0.456 0.00401

3 100 10 100 0.675 0.00477

4 100 30 60 0.521 0.00514

5 100 30 80 0.681 0.00535

6 100 30 100 0.845 0.00681

7 100 50 60 0.321 0.0063

8 100 50 80 0.553 0.0081

9 100 50 100 0.766 0.0102

10 300 10 60 0.511 0.00224

11 300 10 80 0.523 0.00289

12 300 10 100 0.477 0.00238

13 300 30 60 0.615 0.00595

14 300 30 80 0.569 0.00673

15 300 30 100 0.488 0.00631

16 300 50 60 0.412 0.00411

17 300 50 80 0.468 0.00503

18 300 50 100 0.499 0.00428

19 500 10 60 0.572 0.00079

20 500 10 80 0.56 0.00179

21 500 10 100 0.47 0.00254

22 500 30 60 0.537 0.00157

23 500 30 80 0.532 0.00219

24 500 30 100 0.417 0.00352

25 500 50 60 0.475 0.00265

26 500 50 80 0.441 0.00325

27 500 50 100 0.354 0.00315

1 Investigation and Optimization of Tribological Behavior … 11
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strain-hardened debris particles cut through the coatings to produce deep grooves.
Consequently, the mass loss and COF increase at 100 °C as can be observed in
Fig. 1.7. Similar behavior has been also observed for electroless Ni–P coatings
[30]. At 300 °C, the coatings appear flattened in Fig. 1.8(b). These flattened patches
contribute to the formation of load bearing areas. Moreover, compared to 100 °C
(Fig. 1.8(a)) fewer deep scratches are observed at 300 °C. In fact, the tough coating
resists wear due to microstructural changes occurring at high temperatures [31].
Such microstructural changes occur due to synergistic effect of high operating
temperature and load. The wear mechanism at 500 °C may be observed in Fig. 1.8
(c). The worn surface at 500 °C is mainly characterized by tribo-oxide glazes.
Tribo-oxide reactions get enhanced especially at high temperatures [15]. These
oxide glazes improve the wear behavior and COF of EN coatings.

1.4.7 Optimization of Tribological Behavior

The initial step in GRA is normalization of the responses. COF and mass loss of the
coatings (given in Table 1.3) are normalized using lower-the-better criteria.

Fig. 1.7 Variation of a wear and b COF of electroless Ni–B coating
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The normalization is carried out according to Eq. 1.1 and laid down in Table 1.4.
The GRC for COF and mass loss is calculated using Eq. 1.2 from the normalized
values. The GRC of both the responses is also given in Table 1.4. Finally, the GRG
is found out and presented in Table 1.4 along with its order. The GRG is indicative
of multi-performance index.

After initial preprocessing and calculation of GRG, the response table for means
is found out and the results are listed in Table 1.5. In Table 1.5, for each process
parameter/factor, the mean GRG at each level is laid down. For example, if factor A
(temperature) is considered, the mean grade at levels 1, 2, and 3 is computed by
calculating the average grade of experiments 1–9, 11–18, and 19–27, respectively.
Similarly, the average grades of factors B (load) and C (speed) are calculated. In the
response table for means, ranks have been assigned for each parameter based on
delta value. The delta value is the difference between highest and lowest mean in a
column. Rank 1 is assigned to the factor with highest delta value. In Table 1.5,
Rank 1 is assigned to temperature while Ranks 2 and 3 have been assigned to load
and speed, respectively. From this, it is preliminarily deduced that highest signif-
icance in controlling the tribological behavior is of operating temperature followed
by load and speed. The main effects plot corresponding to Table 1.5 is given in
Fig. 1.9. The combination of parameters as predicted by the main effects plot is

Fig. 1.8 Worn specimen at 50 N load and 100 rpm speed at a 100 °C, b 300 °C, and c 500 °C

1 Investigation and Optimization of Tribological Behavior … 13
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A3B1C1, i.e., 500 °C operating temperature, 10 N load, and 60 rpm speed. The
slope of main effects plot also indicates that operating temperature has the highest
significance followed by applied normal load and speed in controlling the friction
and wear performance of the coatings.

After optimization, a confirmation test is carried out where the optimal condition
predicted by GRA is compared with an initial test condition (mid-level combination
of parameters). Moreover, from Eq. 1.3, the predicted value of GRG is obtained.
The results of confirmation test are presented in Table 1.6. An improvement of
59.15% in grade is obtained on application of GRA which is quite significant.
Therefore, the optimization of process parameters results in a noteworthy
improvement in tribological behavior of the coatings. But a slight increase in COF

Table 1.4 Data preprocessing and calculation of grey relational grade along with its order

Exp. No. Normalized data Grey relational
coefficient

Grade Order

COF Wear COF Wear

1 1.000 0.743 1.000 0.660 0.830 1

2 0.698 0.658 0.624 0.594 0.609 16

3 0.305 0.577 0.418 0.542 0.480 21

4 0.582 0.538 0.544 0.520 0.532 19

5 0.294 0.515 0.415 0.508 0.461 24

6 0.000 0.360 0.333 0.439 0.386 26

7 0.941 0.414 0.894 0.461 0.677 5

8 0.524 0.223 0.512 0.392 0.452 25

9 0.142 0.000 0.368 0.333 0.351 27

10 0.600 0.846 0.555 0.764 0.660 9

11 0.578 0.777 0.542 0.691 0.617 15

12 0.661 0.831 0.596 0.747 0.672 6

13 0.413 0.452 0.460 0.477 0.468 23

14 0.496 0.369 0.498 0.442 0.470 22

15 0.641 0.413 0.582 0.460 0.521 20

16 0.777 0.647 0.692 0.586 0.639 14

17 0.677 0.549 0.607 0.526 0.567 18

18 0.621 0.629 0.569 0.574 0.572 17

19 0.490 1.000 0.495 1.000 0.748 2

20 0.512 0.894 0.506 0.825 0.665 8

21 0.673 0.814 0.605 0.729 0.667 7

22 0.553 0.917 0.528 0.858 0.693 4

23 0.562 0.851 0.533 0.771 0.652 12

24 0.768 0.710 0.683 0.633 0.658 10

25 0.664 0.802 0.598 0.717 0.657 11

26 0.725 0.739 0.645 0.657 0.651 13

27 0.882 0.749 0.808 0.666 0.737 3
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is observed compared to initial test run. This is attributed to the fact that some
compromise needs to be done for achieving multi-characteristics optimization.

1.4.8 Analysis of Variance

The response Table 1.5 and main effects plot (Fig. 1.9) give a preliminary idea on
the significance of process variables in influencing the tribological characteristics.
But the statistical significance may be ascertained from analysis of variance
(ANOVA). The significance of a parameter is indicated by the F-ratio,

Table 1.5 Response table for means of grey relational grade

Level A B C

1 0.5309 0.6608 0.6561

2 0.5761 0.538 0.5715

3 0.6809 0.5892 0.5604

Delta 0.15 0.1228 0.0957

Rank 1 2 3

Mean grey relational grade = 0.596

Fig. 1.9 Main effects plot for means of grey relational grade

Table 1.6 Results of confirmation test

Initial Optimal

Predicted Experiment

Level A2B2C2 A3B1C1 A3B1C1

COF 0.569 0.572

Wear 0.00673 0.00079

Grade 0.470 0.806 0.748

Improvement of Grade = 0.278 (59.15%)

1 Investigation and Optimization of Tribological Behavior … 15
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i.e., variance ratio. The F-ratio may be defined as the ratio of regression mean
square and the mean square error. A parameter may be considered significant at any
confidence level if the calculated F-ratio is higher than the tabulated value. ANOVA
results of GRG for the present work are given in Table 1.7. The highest significance
is concluded for operating temperature and then for load and speed. The interaction
of operating temperature and speed also has some contribution in influencing the
friction and wear characteristics.

1.5 Conclusions

In the present work, friction and wear characteristics of heat-treated crystalline Ni–
B coatings are investigated following Taguchi’s experimental design. Mass loss of
the coatings (signifying wear) and COF are examined by carrying out experiments
in an orderly manner following combinations laid down in L27 OA. Operating
temperature, load, and speed are the design variables. Finally, GRA is used to find
out the optimal parametric combination of tribological test parameters. The
important conclusions that can be deduced from the study are:

(a) The composition of as-deposited Ni–B coating in terms of weight percentage of
Ni and B is 94.5 and 5.5%, respectively.

(b) SEM micrographs of coatings in as-deposited condition show densely nodu-
lated structures. The heat-treated coatings appear like a cauliflower.

(c) The deposits in as-deposited condition are amorphous. Precipitation of crys-
talline Ni, Ni3B, and Ni2B phases are observed post-heat treatment.

(d) As-deposited Ni–B coatings have a high microhardness of the order of 670
HV100. Heat treatment causes further improvement in microhardness to *1060
HV100 due to the precipitation of borides.

(e) The optimal combination of tribological test parameters predicted by GRA is
A3B1C1 which is 500 °C operating temperature, 10 N load, and 60 rpm speed.

Table 1.7 ANOVA results of grey relational grade

Source DOF Seq SS Adj SS Adj MS F-ratio Contribution (%)

A 2 0.106558 0.106558 0.053279 26.15a 30.49

B 2 0.068503 0.068503 0.034252 16.81a 19.60

C 2 0.049335 0.049335 0.024667 12.11a 14.12

A � B 4 0.028419 0.028419 0.007105 3.49 8.13

A � C 4 0.071771 0.071771 0.017943 8.81a 20.54

B � C 4 0.008609 0.008609 0.002152 1.06 2.46

Error 8 0.016299 0.016299 0.002037 4.66

Total 26 0.349495 100.00
aSignificant at 95% confidence level
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(f) Furthermore, the predicted and experimentally obtained optimal grades are in
agreement. In comparison with initial test condition, an improvement of
59.15% in GRG is achieved at optimal parametric condition. Hence, it is
concluded that the application of GRA results in a significant enhancement in
tribological characteristics of the coatings.

(g) Finally, ANOVA results indicate the highest contribution from operating
temperature followed by load and speed in influencing the friction and wear
characteristics of the coatings.
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Chapter 2
Enhanced Thermal and Mechanical
Performance of Functionalized
Graphene Epoxy Nanocomposites:
Effect of Processing Conditions,
Different Grades and Loading
of Graphene

Saswata Bose, Arit Das and Anirban Ghosh

2.1 Introduction

Graphene is a monolayer sheet of carbon having exceptional mechanical strength as
well as high electrical and thermal conductivities due to the p-conjugated network
of sp2-hybridized carbons [1, 2]. Moreover, researchers have found that the material
exhibits high surface area and optical transmittance besides being chemically stable
[3, 4]. These unique properties of graphene have led to its application in a variety of
different branches such as batteries and supercapacitors [5, 6], electronic devices
[7], tribology [8] and fillers for nanocomposites [9, 10]. The fabrication of
graphene-based polymer nanocomposites holds much promise since both the
graphitized and layered structure can be retained in the hybrid nanocomposite [11].
Epoxy resin, a thermoset polymer, possessing decent mechanical, thermal and tri-
bological properties has received much attention as a matrix for high-performance
materials as evident from previous studies [10, 12, 13]. Epoxy-based composites
have been widely used in aerospace, adhesive and coatings industries [14, 15]. In
order to use these composites in a variety of multifunctional applications, the
mechanical, thermal, and barrier properties of the said materials must be improved.
This can be achieved via the incorporation of filler materials like graphene within
the epoxy matrix. The properties of the nanocomposite depend on the available
surface area of fillers which can be achieved by homogenous dispersion [16]. The
presence of functional groups in GnP facilitates its dispersion in organic solvents,
thereby enhancing the robust physico-chemical interaction between the function-
alized GnP and epoxy polymer [17]. However, it must be kept in mind that the
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functionalization of graphene involving strong acids can lead to disruption of the
basic graphitic structure [18, 19]. A viable route for overcoming this problem is to
treat the GnPs with mild acid solutions and then functionalizing the same. The mild
acid treatment can help to preserve the integrity of the carbon backbone of graphene
retaining the C-sp2 configuration. In addition to keeping the structural stability of
graphene, the mild acid treatment also generates sufficient functional sites at the
edges of the GnPs while keeping the basal plane of the GnPs intact, thereby
promoting the interaction between the polymer and GnP. Therefore, to ensure that
the GnPs are uniformly dispersed throughout the polymer matrix, functionalization
of GnPs must be carried out which in turn plays a pivotal role in reinforcing the
thermal and mechanical properties of the GnP-based polymer composites.
Researchers have looked into possibility of using different carbon-based nanofillers
(CNT, graphene) for the performance improvement of the nanocomposites [20–31].
The dispersion and adhesion of the GnP particles within the epoxy matrix was
addressed by carrying out functionalization. Recently, various efforts have been
directed to functionalize graphene by the reaction in the presence of various dif-
ferent organic molecules depending upon the final applications [32–39]. Thermally
reduced GnPs have been covalently functionalized employing the Bingel reaction to
improve their dispersibility and interfacial bonding within the epoxy matrix which
resulted in 22% improvement in the flexural strength [40].

In the current study, we have functionalized acid-treated GnP by employing
PACl as reported by Bose et al. [10] and then fabricated the epoxy/functionalized
GnP nanocomposites via the solution-processing route to investigate its effect on
the material properties. In order to gauge the effect functionalization on the thermal
and mechanical properties, we also prepared epoxy/GnP composites without
functionalization. Control experiments were also carried out where the composites
were prepared in the absence of any solvents. All the samples were prepared using
two different grades of GnPs, namely M-15 and C-750 for studying the influence of
nanofiller surface area on the nanocomposite properties. Moreover, the effect of
functionalized GnP loading on the thermal and flexural properties was also
investigated under the current work.

2.2 Methods

GnP powders of two different grades (M-15 grade having an average particle
diameter of *5–50 µm and C-750 grade having an average particle diameter
of *0.5–2 µm) were purchased from XG Sciences, USA. Reagent grade nitric acid
(HNO3) and Polyacroyl chloride (25% solution in dioxane) were obtained from
Merck and Polysciences Inc., USA, respectively. Tetrahydrofuran (THF) and
1,4-dioxane were obtained from Sigma Aldrich. The treatment of GnP with nitric
acid and subsequent functionalization was carried out as reported in a recent work
by Bose et al. [10].
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2.2.1 Preparation of Acid-Treated GnP (AGNP)

GnPs were treated using 3 (M) aqueous nitric acid solution. From our previous
work, it was found that GnPs treated with 3 (M) HNO3 retained the majority of their
original structure with a high enough O/C ratio required for further functionaliza-
tion [10]. The dispersion of GnPs in nitric acid was then refluxed for 4 h at 120 °C
while being constantly stirred magnetically. The obtained product was washed with
RO water repeatedly using a 0.22 lm PTFE membrane to neutralize the excess acid
present. The collected AGNP was vacuum dried overnight.

2.2.2 Reaction of AGNPs with PACl

Weighed amount of AGNP was dispersed in 1,4 dioxane under an inert atmosphere.
The dispersion was slowly added to PACl solution (weight ratio of GnP to PACl
was kept at 1:4), and the mixture was magnetically stirred for two days at 60 °C.
The resultant mixture was washed with THF to remove unreacted PACl and
collected using a 0.22-lm PTFE membrane by vacuum filtration. The product
(AGNP–PACl) was dried under vacuum for 6 h at 65 °C.

2.2.3 Preparation of Epoxy/AGNP–PACl Nanocomposite
by Solution Processing

Neat epoxy (Epon 828) was dispersed in acetone by magnetic stirring for 30 min.
Simultaneously, AGNP–PACl was also dispersed in acetone and the mixture of
epoxy and AGNP–PACl was ultrasonicated for 30 min at 45 W. The reaction was
continued for 2 h at 60 °C with continuous stirring. The solvent was then removed
completely by degassing under vacuum for an hour at 60 °C. The hardener
(meta-phenylene diamine, MPDA) was melted at 75 °C and added to the mixture
and was further mixed for 2 min at 2000 rpmin a Flack-tek mixer followed by
degassing under vacuum for 5 min at 70 °C to remove any remaining air bubbles.
The obtained mix was cured in two stages: first at 75 °C for 2 h and then at 125 °C
for a further couple of hours. Finally, the samples were polished (StruersAbramin
Polishing Machine) to get the desired composite. The nanocomposites of pure
epoxy and epoxy-unmodified GnP were also prepared following the above proce-
dure. Figure 1 illustrates the schematic of the solvent-processing process for the
preparation of the epoxy/AGNP–PACl nanocomposite. Control samples were
prepared in the absence of acetone as solvent.
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2.2.4 Characterizations

A Perkin-Elmer 2000 spectrometer was used to carry out the Fourier transfer
infrared (FTIR) spectroscopy of the epoxy and epoxy/GnP composite. The Raman
spectrum of GnP and AGNP–PACl was recorded in a LabRAM ARAMIS confocal
Raman Microscope. The morphology of fracture surfaces of the different
nanocomposites was observed by using a scanning electron microscopy (Carl Zeiss
Variable Pressure SEM EVO LS25). Thermogravimetric analyses (TGA) of the
prepared materials were carried out using a TGA 500 (TA Instruments). Dynamic
mechanical analyses (DMA 800; TA Instruments) of the prepared samples were
implemented in single cantilever mode at a frequency of 1 Hz. Flexural tests were
performed in accordance to the ASTM D790 in a United Testing System (UTS,
SFM 20 load frame).

2.3 Results and Discussion

2.3.1 Reaction Mechanism

The mechanism of the functionalization reaction between AGNP and PACl has been
proposed previously [10]. Briefly, the acid treatment generates –OH on the surface or
edges of the GnPs followingwhich the PACl chains attached onto theAGNP since the

Fig. 1 Flow chart outlining the solution-processing steps for the nanocomposite preparation
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–COCl groups of PACl and the –OH groups of AGNP reacted with each other. The
epoxide groups present in the Epon 828 reactedwith the remaining –COCl groups and
created a strong covalent bond with GnPs which could be attributed as the reason
behind the improved thermal and mechanical properties of the nanocomposite as
discussed later. The details of reaction mechanism is shown in Scheme 1.

2.3.2 FTIR Spectra

Figure 2 shows the FTIR spectra of neat epoxy and epoxy-unmodified GnP com-
posite. The peak at 3387 cm−1 due to the –OH group became less intense after
incorporation of GnP suggesting that the hydroxyl groups were the sites of reaction.
The epoxy (–CH–(O–CH2)) stretching at 3060 cm−1 was less intense in epoxy GnP
composite while the band at *1100 cm−1can probably be attributed to the formation
of secondary alcohols after the composite preparation. The sharp peaks at 2927 and
2866 cm−1 were due to the methylene (–CH2, –CH3) asymmetric stretching and
vibrations of the epoxy backbone. The oxirane functional groups of Epon 828 and the
aromatic 1, 4-substituted ring were the reason behind the peak at 825 cm−1. The
aromatic –C=C–H stretching gave rise to the peaks at 1602 and 1510 cm−1.
The stretching of –C–C–O–C and ether bonds gave rise to the peaks at 1239, 1178 and
1030 cm−1.

Scheme 1 Proposed reaction mechanism [10]
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2.3.3 Raman Spectroscopy

Figure 3 shows the Raman spectra of GnP and acid-treated functionalized GnP. The
pristine GnP exhibited the characteristic Raman signatures at 1331 and 1564 cm−1

which are associated with the D- and G-band, respectively. From the figure, it can
be said that after acid treatment and subsequent reaction with PACl, the charac-
teristics of the G-band were retained which suggested that the inherent sp2 con-
figuration of the GnPs was not disturbed [41]. Also, the intensity of the D-band was
found to increase for AGNP–PACl probably due to the incorporation of defects
during the acid treatment. The increase in defect concentration in the structure was
further substantiated by the increase in ID:IG ratio from 0.56 (for GnP) to 0.94 (for
AGNP–PACl). The defects introduced into the GnP structure due to the acid
treatment can be of two different types, namely defects on the basal plane that can
damage the structure and the edge defects which can retain the original structure of
GnP to a relatively greater extent. Since the oxidation was carried out under mild
conditions, we assume that the defects were introduced at the edges which were
also supported by the sharp and narrow feature of the G-band was retained after
oxidation; so it could be inferred that the basal plane remained intact to a greater
extent and mostly the defects were introduced at the edges [42].

Fig. 2 FTIR spectra of neat epoxy and epoxy/GnP nanocomposites
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2.3.4 SEM Observations: Morphology
of the Nanocomposite

The SEM micrographs of the GnPs at different magnifications are shown in Fig. 4.
The tensile-fractured surfaces of GnPs, acid-treated functionalized GnPs (AGNP–
PACl) and Epon 828/GnP composites are shown in Fig. 5. The pure Epon 828 had
smooth and even surface with ultra-fine rivulets indicative of brittle fracture similar
to previously reported work [43]. Epoxy/GnP nanocomposites contained aggregates
of GnP in the matrix. Moreover, a smooth surface was observed at higher mag-
nification due to void formation which was caused due to removal of GnP from the
Epon 828 (polymer) matrix. It can be concluded that the poor interfacial adhesion
created areas that were prone to stress concentration, thereby aiding the propagation
of cracks which finally resulted in failure of the material [44]. However, the SEM
images of Epoxy/AGNP–PACl showed the homogenous distribution of GnP within
the nanocomposite. Moreover, the GnPs were strongly attached to the epoxy matrix
which led to better adhesion at the interfaces due to reduction in the void density
and resulted in superior mechanical performance of the functionalized nanocom-
posites as confirmed by our following results.

2.3.5 Thermogravimetric Analysis

The onset degradation temperature (ODT) of epoxy/AGNP nanocomposite was
found to be higher than that for epoxy/unfunctionalized GnPs (both M-15 and
C-750) but was lower than onset degradation temperature of neat epoxy. This
observation can be attributed to the incorporation of oxygenated moieties into
the graphitic structure of GnPs due to the mild oxidation of GnP by nitric acid.
Figure 6 shows the weight loss curves of pristine Epon 828 as well as the
nanocomposites prepared with both unfunctionalized and functionalized GnP

Fig. 3 Raman spectra of a GnP and b AGNP–PACl
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Fig. 4 SEM images of GnPs at different magnifications

Fig. 5 SEM images of a neat Epoxy b Epoxy GnP c AGNPM15–PACl d AGNPC750–PACl
e Epoxy/AGNPM15–PACl and f Epoxy/AGNPC750–PACl
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prepared using SP and WS. The loss in weight observed in the range of 350–400 °C
was assigned to the removal of the oxygenated groups. The subsequent loss in weight
was observed around 450–550 °C which was due to the breakdown of the carbon
backbone of the nanocomposites. An inherent property of the GnP particles is that
they have a propensity towards aggregation which can lead to the formation of an
interface between the polymermatrix andfiller material with poor adhesion. TheODT
of neat epoxywas 356 °Cwhile that of the Epoxy/GnPwas found to reduce to 343 °C
(for bothWS and SP) due to poor interfacial adhesion. TheODTs of the functionalized
composites were 350 and 353 °C for SP and WS, respectively. The increase in ODT
after functionalization was attributed to the formation of covalent linkages.

2.3.6 Dynamic Mechanical Analysis (DMA)

The effect of temperature on the viscoelasticity (storage modulus and tan d) of the
prepared nanocomposites is shown in Fig. 7. The Tg of neat epoxy was at 154 °C as
evident from the tand maxima peak. The epoxy/unmodified GnP prepared by
solution processing (SP) and without solution (WS) showed a decrease in the Tg

values (141 and 145 °C, respectively). The drop in Tg values was attributed to the
inadequate dispersion of GnP which inherently tends to form aggregates and poor
filler-matrix adhesion. But the Tg values of Epoxy/AGNP–PACl for SP and WS
were 153 and 157 °C, respectively, which suggested that the formation of a
covalent linkage between the respective functional groups of Epon 828 and PACl

Fig. 6 TGA of neat epoxy and its nanocomposites under different processing conditions
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played a pivotal role in improving the adherence of the nanocarbon filler material to
the Epon 828 (polymer) matrix.

Figure 8 illustrates the effect of solution processing of the nanocomposites on
their flexural modulus and strength. From the analysis, it was observed that the
flexural strength of the Epon 828/unmodified GnP nanocomposites decreased
irrespective of the SP or WS while the corresponding enhancement in flexural
modulus was only 2.5% compared to pure Epon 828. However, upon the incor-
poration of AGNPM15–PACl within the epoxy nanocomposites resulted in an
increase in flexural modulus by 16.4 and 10.8% when the composites were pro-
cessed in WS and SP, respectively. Hence, it was concluded from the viscoelastic,
thermal and flexural studies that the WS processing yielded better thermal and
mechanical properties and it was followed to prepare the nanocomposites using
GnPC-750. Table 1 lists the Tg, ODT and flexural properties of pure epoxy and
nanocomposites prepared in presence of acetone as well as without any solvents.

The influence of AGNP–PACl functionalization on the flexural properties of
epoxy/GnP nanocomposites using C-750 grade GnP prepared in the absence of
solvent has been represented in Fig. 9. It was observed that the incorporation of
functionalized C-750 GnP resulted in improvement of the flexural strength as well
as flexural modulus of the prepared composites. The flexural strength of Epon 828/
AGNPC750–PACl was found to increase by 14.6 and 17% in comparison with pure
Epon 828 when the filler material (AGNPC750–PACl) was present in the
nanocomposite at 1 and 2.5 wt%, respectively. The flexural modulus of Epon 828/
AGNPC750–PACl increased by 18.7 and 22% in comparison with pure Epon 828
when the nanocomposites were prepared with 1 and 2.5 wt% of AGNPC750–PACl,
respectively. However, in both the cases the epoxy-unmodified GnP composites
showed negligible improvement in flexural properties. The GnPC-750 showed
enhanced performance as a filler which was attributed to increased number of
reactive sites present due to its higher surface area. Table 2 lists the flextural
properties of pure epoxy and the nanocomposites prepared with different func-
tionalized GnP loading processed without solvent.

Fig. 7 Variation of a storage modulus and b tand with temperature neat epoxy and its
nanocomposites under different processing conditions
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Figure 10 shows the load versus extension curve for neat pure Epon 828, Epon
828/unmodified GnP and Epon 828/PACl-functionalized GnP nanocomposites. The
area under the stress–strain curve was highest (15.54 lbf-inch/1.76 N-m) for the

Fig. 8 Variation of flexural properties of the epoxy nanocomposites prepared using GnPM-15

under different processing conditions

Fig. 9 Flexural properties of the epoxy nanocomposites prepared using GnPC-750 (WS)
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Epon 828/AGNPC-750–PACl (2.5 wt%) nanocomposite which corroborated
the strength and toughness of the material as well as validating the capability of the
material to absorbing more energy than the other composites before failure. The
increase in toughness was marked in comparison with neat Epon 828 (87%) while
upon changing the functionalized GnP loading from 1 to 2.5% the area under the
curve only increased by 7.6%. The epoxy-functionalized GnP was 55.56% more
tough than its unfunctionalized counterpart. The average particle diameter for
C-750 grade GnP is *0.5–2 µm which contributed to its homogenous diffusion
within the polymer (Epon 828) matrix, thereby resulting in an appreciable
improvement in the mechanical properties of the prepared nanocomposites.

Fig. 10 Load versus extension curve for neat epoxy, epoxy/GnP and epoxy/AGNP–PACl
nanocomposites

Table 1 Thermal and mechanical properties of the prepared nanocomposites

Material Glass transition
temperature (Tg)
(°C)

Onset
degradation
temperature (°C)

Flexural
modulus
(MPa)

Flexural
strength
(MPa)

Epon 154 356 3032 ± 81 125 ± 2.7

Epon–GNPM15–WS 145 343 3110 ± 52 116 ± 1.8

Epon–AGNP/PACl–WS 157 353 3529 ± 19 120 ± 0.7

Epon–GNPM15–SP 141 343 3017 ± 39 87 ± 3.5

Epon–AGNP/PACl–SP 153 350 3360 ± 45 92 ± 1.3
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2.4 Conclusion

In summary, we have fabricated uniform, homogenous and well-dispersed
epoxy-based PACl-functionalized graphene nanocomposites. The robust interfa-
cial bonding in the nanocomposites evidenced by SEM observations resulted from
the covalent ester linkage formed due to the reaction between PACl and the epoxy
matrix. The nanocomposites prepared in the absence of solvent (acetone) yielded
superior thermal and mechanical performance than the solution-processed ones.
Also, the GnPC-750 performed as a superior nanofiller than GnPM-15 due to their
increased surface area and high density of functional sites available which were
responsible for the increment in the toughness of the material. The consequence of
incorporation of GnP at different weight percentage on the flexural properties of the
nanocomposites was also studied and improved mechanical properties were obtained
at 1 wt% AGNPC-750 loading which increased marginally upon changing the loading
to 2.5 wt%. Overall, an enhancement of 17 and 22% in flexural strength and modulus
was observed at 2.5 wt% loading of functionalized GnPs.
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Chapter 3
Behaviour Analysis and Comparison
of Tribological Characteristics
of Electroless Ni–B Coating under
Dry and Lubricated Condition

Santanu Duari, Arkadeb Mukhopadhyay, Tapan Kumar Barman
and Prasanta Sahoo

3.1 Introduction

A successful design of machine element depends on the understanding of tribo-
logical principles. The word ‘tribology’ has been derived from Greek word ‘tribos’
which means rubbing. Tribology may be defined as the science and technology of
contacting surfaces under relative motion. Tribological behaviour depends on
rubbing surface of material with or without the effect of environment. Due to
advancements in technology, nowadays various methods have been developed for
surface modification [1]. In tribology, friction and wear are necessary evils which
cannot be eliminated but needs to be controlled or minimized for the effective
working of a machine element as well as improved working life. Thus, the study of
tribology is an important and essential part. It applies operational analysis for
attributes of great economic importance such as reliability, maintainability and wear
of technical equipment ranging from a simple household appliance to a complex
spacecraft.

In the present era, the purpose of deposition of metallic coatings is to serve as a
protective layer to the base material against wear and corrosion. Friction and wear
are two decaying marvels which are the wellsprings of significant misfortune in
mechanical components. They do not just decrease the life of the modern machine
components but also result in increase in cost and maintenance. Since friction,
corrosion and wear are surface phenomenon, they can be controlled by surface
treatment. Electroless deposition is by far a much better way to overcome such type
of problems rather than any other coatings. Electroless deposition of metals was
first demonstrated in 1844 [2]. However, the first practical system for electroless
coating was developed by Brenner and Riddell after a century [3].
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Electroless plating is an autocatalytic procedure where the substrate builds up a
potential when it is immersed in an electroless setup called bath that contains a
source of metallic ions, complexing agent, reducing agent, buffers, stabilizer,
wetting agents and different components. Nickel sulphate and nickel chloride salts
are generally used as the source of nickel ion. However, nickel hypophosphite [Ni
(H2PO2)2] has been considered the ideal source of nickel ion [4–7]. Sodium
borohydride (NaBH4) is a strong reducing agent for the electroless nickel
(EN) plating process [8–11]. Investigations have been also carried out using
hydrazine as a reducing agent for deposition of pure nickel, palladium and gold
[12]. But the use of hydrazine has been discontinued since it is very difficult to
control and its associated hazards [13]. In order to prevent the decomposition of the
solution and to make the bath stable, the complexing agents are added to the
electroless bath [14]. Buffering agents are used to control the pH of the bath. Effect
of pH on the plating rate of electroless nickel deposits has been also carried out
[15]. Stabilizer content even in significantly low amounts may slow down the
reaction rate [14]. Surfactants tend to lower the surface tension and hence permit
lowering the interfacial tension between two liquids or a liquid and solid surface.
Sodium dodecylsulphate (SDS) and cetyltrimethyl ammonium bromide (CTAB) are
used as a surfactant for electroless Ni–P coating [16].

A number of advantages of using electroless nickel coating method over other
coating method are as follows [5]:

• Resistance against wear and corrosion;
• Increase in microhardness and thermal resistance;
• Smooth and uniform deposit regardless of the geometry of the substrates;
• Good solderability, bondability, weldability, chemical stability and

non-magnetic properties;
• Greater lubricity and high thermal conductivity.

The physical and chemical properties of electroless nickel coatings depend upon
bath formulation and conditions of operation. The microstructures and properties of
EN coatings are dependent on phosphorous content alloyed in the deposit [17–19].
Annealing affects the properties of electroless nickel coatings by changing its
microstructure [6, 20, 21]. Electroless Ni–B coatings are found to exhibit an
extremely smooth surface [22]. Heat treatments of the coating cause a further
degradation of normal and maximal roughness [22, 23].

From the literature, it may be comprehended that several studies have been
focused on the investigation of tribological properties of electroless nickel coatings.
Electroless nickel–phosphorus is the most popular variant due to its excellent tri-
bological and anti-corrosion characteristics [24–26]. Ni–B coating is comparatively
newer and is a hard variant of the EN family. But most of the literatures concerning
the tribological characteristics of Ni–B coatings have been carried out under dry
sliding condition [27–32]. But it has also been observed that the microstructure of
Ni–B coatings is such that they are naturally/inherently self-lubricious.
Furthermore, the nodulated structures and columnar growths also have the
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capability of retaining lubricants. Therefore, it is necessary to investigate the tri-
bological behaviour of Ni–B coatings under lubrication. The suitability of elec-
troless Ni–B as a tribo-coating under lubricated condition is assessed in the present
work. A comparison with the tribological behaviour under dry condition is also
carried out. Flow diagram of the present work is shown in Fig. 3.1.

3.2 Materials and Methods

3.2.1 Preparation of Substrate and Coating Deposition

Coating deposition is carried out on cylindrical steel (AISI 1040) substrates of
dimension Ø6 � 30 mm. This specific measurement of the specimen is selected in
accordance with its counterpart in the tribotesting setup where the sample must be
attached for tribological testing. Electroless coatings follow the profile of the
substrate on which it is deposited. Hence, wear and frictional force may be
dependent on the surface roughness of the coating, which in turn depends on
surface roughness of the substrate. In the present work, the centre line average
roughness (Ra) of the coatings is 0.4 µm (corresponding to N5 roughness grade).
Before coating, the substrates are rinsed in deionized water. Then, acetone is used
for degreasing and removal of corrosive or any remaining organic products. Finally,
before deposition, the substrates are subjected to pickling treatment in HCl solution
for the removal of oxide layers which may have formed. Finally, the samples are
rinsed in deionized water and dipped into the electroless bath.

The electroless bath is prepared by mixing the chemicals as shown in Table 3.1.
The chemicals are measured on an electronic balance of high precision. Two
beakers with 250 ml volume are properly cleaned and then rinsed using deionized
water for preparation of the electroless bath. In one of the beakers (A), 100 ml
deionized water is taken and the same volume of water is taken in another beaker
(B). In beaker A, the chemicals (nickel chloride, ethylenediamine, sodium
hydroxide and lead nitrate) are taken in proper quantity along with sequence given
and mixed on a magnetic heater cum stirrer. In beaker B, the chemicals (sodium
hydroxide and sodium borohydride) are taken sequentially and mixed by stirrer.
The solutions in the two beakers are mixed to form a total bath volume of 200 ml.
The pH of the solution is measured to be around 12.5 using pH strips and it was
maintained constant throughout the deposition process. Upon heating the solution,
the substrate initiates the autocatalytic chemical reduction process. The samples are
dipped into the chemical bath keeping temperature constant at 90 ± 2 °C for
deposition time of about 2 h. It is ensured that a uniform value of coating thickness
is maintained in all samples by controlling chemical bath composition and depo-
sition condition. The coated specimen is taken out from bath and washed with
deionized water. The schematic diagram of the electroless coating deposition setup
is presented in Fig. 3.2.
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Fig. 3.1 Flow diagram of experiment and analysis
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The coated specimens are annealed in a muffle furnace with a size of
100 � 100 � 220 mm3. Annealing temperature is kept constant to maintain almost
same hardness of all the specimens. Heat treatment is done at 350 °C for one hour.
After heating, the samples are held inside the chamber and allowed to cool down to
ambient temperature without the application of any artificial cooling.

3.2.2 Coating Characterization

The composition of EN depositions significantly determines the phase structure and
tribological behaviour. Heat treatment results in an improved hardness,

Table 3.1 Composition and deposition condition of chemical bath

Bath constituents Role of chemicals Values Unit

Nickel chloride Source of nickel ion 20 g/l

Sodium borohydride Reducing agent 0.8 g/l

Ethylenediamine Complexing agent 59 g/l

Lead nitrate Stabilizer 0.0145 g/l

Sodium hydroxide Buffer 40 g/l

Bath temperature 90 ± 2 °C

pH of solution 12.5

Deposition time 2 hr

Bath volume 200 ml

Fig. 3.2 Schematic diagram of the electroless coating deposition setup

3 Behaviour Analysis and Comparison of Tribological … 39



www.manaraa.com

wear resistance and low friction coefficient. Due to this, it is important to study the
coating characteristics in detail and to understand their effect on wear behaviour.
The surface morphology, bath composition and phase transformation characteristics
of the coatings have been examined by scanning electron microscope (SEM),
energy dispersive X-ray analysis (EDX) and X-ray diffraction analysis (XRD),
respectively. SEM and EDX analysis are done on a FEI Quanta 250 equipment,
whereas XRD is carried out on a Rigaku Ultima III equipment.

3.2.3 Hardness Study of the Coating

Hardness is defined as the reluctance of a material to permanently deform, or indent.
Hardness indicates the ability of amaterial to resist permanent deformation by another
harder material and its resistance to plastic deformation. There are several hardness
testing mechanisms such as scratch hardness, indentation hardness and rebound
hardness. The hardness of a material depends on the ductility, elastic stiff-
ness, plasticity, strain, strength and toughness of the material. Scratch hardness
denotes the resistance of a material to fracture or plastic deformation due to friction
from a sharp object. Various indentation hardness tests include Vickers hardness test,
Knoop hardness test, Brinell’s hardness test, Rockwell’s hardness test, etc.

Here, Vickers hardness test is carried out to measure the microhardness of thin
coatings with the help of UHL microhardness apparatus (VMHT MOT, Technische
Mikroskopie) with a Vickers diamond indenter (Fig. 3.3a). It is generally based on
the indentation formed by a diamond indenter onto the material. The basic principle
of Vickers hardness test is to observe the ability of the material under question to
resist plastic deformation. Vickers hardness (HV) is calculated according to the
following formula:

HV ¼ 0:1891
F
d2

ð3:1Þ

Fig. 3.3 a Photograph of microhardness testing machine b Microscopic image of impression
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where F is the load in kilogram-force and d is the average length of the two
diagonals (shown in Fig. 3.3b) created by the pyramidal diamond indenter onto the
surface of the material in millimetres. The indentation is done with Vickers dia-
mond indenter with load of 500 g, dwell time of 15 s and approach velocity of
25 lm/s. A mean of at least six hardness data for each sample is taken.

3.2.4 Roughness Study of the Coating

Surface roughness describes the morphological features of a surface. Any surface is
not plane or smooth as it appears but covered with microscopic hills, valleys and
even scratches. Surface roughness is a bulk measure of the average size of the hills
and valleys. Surface roughness is critical to the performance of wear-resistant and
self-lubricating coatings, stress corrosion and fatigue. Wear and friction are influ-
enced by surface roughness and in many instances; an optimum roughness can be
found which provides a minimum of wear and friction. For coatings proposed to
present high corrosion resistance, excessive roughness can be an indication of
low-quality coatings.

Centre line average or Ra is the arithmetic mean value of the departure of the
profile from the centre line along the length given below:

Ra ¼ 1
L

ZL

0

ZðxÞj jdx ð3:2Þ

where Z (x) is the height of the surface above mean line at a distance x from the
origin and L is the measured length of the profile as shown in Fig. 3.4. The surface
roughness parameter Ra on the coated surfaces is estimated with the Talysurf
(Surtronic 3+, Make—Taylor Hobson, UK). It is equipped with a diamond stylus
with a tip radius of 5 µm.

Fig. 3.4 Center line average of a surface over the sampling length L
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In this study, the measurements are taken at 0.8 mm sampling length and 4 mm
traverse length. Roughness measurements on the coated samples have been repe-
ated six times. The measured profile of Talysurf is digitized by the advanced surface
finish analysis software Talyprofile for evaluation of the roughness parameter Ra.

3.2.5 Tribological Tests

The friction and wear tests of EN coatings are carried out on a pin-on-disc type
setup with a data acquisition system (TR-20LE-CHM-400, Ducom, India). The
applied normal load, rotational speed of counterface disc and sliding duration are
varied. The track diameter is set at 80 mm. A photograph of the tribotester is shown
in Fig. 3.5. The coated specimens press against a rotating counterface disc of
dimensions Ø165 � 8 mm (material: hardened EN31 steel). The speed and time for
which the disc rotates can be controlled using the controller device provided with
the tribotester. The normal load is applied by placing dead weights on a loading pan
attached to a loading lever that transmits the normal load to the specimen at a ratio
of 1:1. A load cell measures the frictional force. A linear variable differential
transformer (LVDT) measures the wear depth (µm) of the specimens. Friction and
wear tests are conducted under both dry and lubricated condition. For dry condition,
testing is done under normal ambient condition without providing any lubricant.
For the sliding wear tests under lubricated condition, Servo PRIDE 40,

Fig. 3.5 Pin-on-disc type tribotester (TR-20LE-CHM-400)

42 S. Duari et al.



www.manaraa.com

manufactured by Indian Oil, is used which is an engine oil. The properties of the
lubricating oil are shown in Table 3.2.

Experiments are carried out following full factorial design [33, 34]; that is, it
includes all and every individual combination of levels and parameters. A general
model of experimental design technique for investigation of a system is shown in
Fig. 3.6. Here, three most important parameters, viz. applied load, rotating speed of
counterface disc and duration of sliding, have been selected as tribological testing
parameters. Their values at different levels are laid down in Table 3.3. The design
parameters have been divided into equally spaced levels.

3.3 Results and Discussion

Electroless Ni–B is deposited on AISI 1040 specimen. Coating characterization is
done using SEM, EDX and XRD to ensure and analyse the uniformity of the
deposits. The microhardness and surface roughness of electroless Ni–B deposits are

Table 3.2 Characteristics of lubricant used

SAE Grade PRIDE 40

Kinematic viscosity, cSt @ 100 °C 13–15

Viscosity index, Min. 90

Flash point (Cleveland open-cup method), °C Min. 220

Pour point, °C Max. (−) 6

Total base number (TBN) mg KOH/gm 9.5–12.5

Fig. 3.6 General model of a
particular process or system

Table 3.3 Test parameters
along with their levels for
behaviour analysis

Design factors Unit Levels

1 2 3 4 5

Load (L) N 10 15 20 25 30

Speed (S) RPM 60 70 80 90 100

Time (T) Min. 3 6 9 12 15
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also reported. Variations of friction and wear with process parameters are described
for dry and lubricated conditions. An attempt has been also made to compare the
coefficient of friction (COF) and wear depth under dry and lubricated sliding
condition.

3.3.1 Coating Characterization

3.3.1.1 Surface Morphology

SEM micrographs of electroless Ni–B in as-deposited condition and post-annealing
(350 °C for 1 h) condition have been presented in Fig. 3.7. The coated surface
seems to have a cauliflower-like appearance which makes it self-lubricating in
nature. Also, no surface damage can be observed. The surface appears to be grey in
colour. Compared to the as-deposited SEM micrograph, the heat-treated deposit is
more inflated. The nodules of the coating increase in size with heat treatment,
whereas in as-deposited condition they are more flat and deflated.

A cross section of the deposit has been shown in Fig. 3.8 that reveals uniform
deposit thickness and columnar structures. The coating thickness is *30 µm and
seems to be well connected to the substrate.

3.3.1.2 Analysis of Composition

To ensure the deposition of nickel and boron on the mild steel substrate, EDX is
used. The EDX spectrum of the coated samples in as-deposited condition is dis-
played in Fig. 3.9. The peaks of nickel and boron are quite specific. Boron content
is seen to be around 7.51% by weight while the remaining is mostly nickel.

Fig. 3.7 SEM micrograph of Ni–B coating a as-deposited b annealed at 350 °C
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Fig. 3.8 SEM micrograph of cross cut of as-deposited Ni–B coating

Fig. 3.9 EDX spectrum of Ni–B coating
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3.3.1.3 Analysis of Phase Transformation

The XRD plots for as-deposited as well as heat-treated deposits are shown in
Fig. 3.10a, b, respectively. It is observed from the plots that in as-plated condition,
electroless Ni–B coating exhibits a single broad peak which indicates that it is
amorphous in nature. Transformation of amorphous state to crystalline takes place
due to heat treatment. The XRD pattern of electroless Ni–B coating post-annealing
confirms the formation of Ni3B and Ni2B crystalline phases.

3.3.1.4 Microhardness Study

The microhardness values of the deposits have been measured in as-deposited and
heat-treated condition to mark the effect of heat treatment on electroless Ni–B
coating. The average values of hardness in as-deposited and heat-treated condition
are seen to be 855 HV0.5 and 1160 HV0.5, respectively. Thus, there is a significant
rise in the value of hardness. The values of hardness for all the 125 samples are
presented in Fig. 3.11. The formation of hard nickel borides results in the increased
hardness of electroless Ni–B coatings in heat-treated condition resulting from
precipitation hardening phenomenon. Nickel borides may be impeding the move-
ment of dislocations (defects in crystal lattice) and in this manner contributes to the
strength of the deposition.

3.3.1.5 Roughness Study

Surface roughness plays an important role in controlling friction and wear. Before
subjecting the Ni–B coatings to tribological tests, surface roughness of all the
samples is measured. To ensure that results of tribological tests are not affected by

Fig. 3.10 XRD pattern of Ni–B coating a as deposited and b heat treated at 350 °C
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the surface roughness, the coatings having Ra value *0.7–0.8 µm are selected for
the experimental runs. Surface profile of one of the samples is shown in Fig. 3.12.

3.3.2 Friction and Wear Behaviour

Experiments for investigation of friction and wear are conducted on a pin-on-disc
type tribotester as shown in Fig. 3.5 following the full factorial design. Tests are
completed in two different environments, i.e. dry and lubricated condition.
Properties of the lubricant are also presented in Table 3.2. Data for friction and
wear depth are collected from the tribotester for all possible combination of design
parameters, i.e. applied load, speed and sliding duration. Variation of friction and
wear with process parameters under dry and lubricated conditions are studied.

Fig. 3.11 Microhardness of Ni–B coating
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Fig. 3.12 Surface roughness of Ni–B coating
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3.3.2.1 Friction and Wear Behaviour Under Dry Condition

Figure 3.13a, b represents the variation of COF versus sliding duration at various
sliding speeds when the load is kept constant at 10 and 30 N, respectively. It is
noticed that with the increase of sliding speed, COF increases. So it can be con-
cluded that COF varies inversely with load and directly with speed. Figure 3.14a, b
shows the variations of COF versus sliding time with varying applied normal loads
and at constant sliding speeds of 60 and 100 rpm, respectively. It is found that for
any constant sliding speed, friction coefficient gradually increases with sliding
duration. The COF decreases with an increment in applied load at 60 rpm as well as
100 rpm. But the COF seems to be quite low and comparable with that reported by
other researchers for EN coatings [21, 23]. The low COF of electroless Ni–B
coating can be mainly attributed to its microstructure and self-lubricating property.
The rise in frictional force is not significant enough to cause an increase in the value
of COF of the deposits.

Fig. 3.13 COF versus sliding duration of Ni–B coating with different sliding speed at constant
load of a 10 N and b 30 N under dry condition

Fig. 3.14 COF versus sliding duration of Ni–B coating with different load at constant speed of
a 60 rpm and b100 rpm under dry condition
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Figure 3.15a, b shows the variation of wear depth with sliding duration at
various speeds keeping the load constant at 10 and 30 N, respectively. In
Fig. 3.15a, b, wear depth increases with speed at 10 and 30 N, respectively. In fact,
the wear depth also increases significantly with duration of sliding. But the increase
in wear depth with sliding speed is gradual and not drastic within 60–100 rpm at
10 N as well as 30 N.

Figure 3.16 shows the variation of wear depth with sliding time at constant
speed and at different normal loads. Figure 3.16a represents the variation of wear
depth at a constant speed of 60 rpm (at the lowest sliding speed). From this plot, the
following observations may be made: (i) with sliding time, wear depth increases
and (ii) as the normal load increases, the wear depth increases. Figure 3.16b rep-
resents the same trend at a sliding speed of 100 rpm (at the highest sliding speed).
From these two graphs, it is also seen that in general at higher speed the wear depth

Fig. 3.15 Wear versus sliding duration of Ni–B coating with different sliding speed at constant
load of a 10 N and b 30 N under dry condition

Fig. 3.16 Wear versus sliding duration of Ni–B coating with different load at constant speed of
a 60 rpm and b 100 rpm under dry condition
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is higher. In fact at 100 rpm (Fig. 3.16b), the increase in wear depth is quite high.
Compared to 10 N load, wear depth increases by almost three times when the load
is increased to 30 N. Finally, it is concluded that wear depth increases with applied
load as well as sliding speed.

When normal load increases, the interacting surfaces advance more towards each
other. A greater number of asperities come in contact and also the contact radius of
the individual asperities increases which leads to an increase in contact area of the
asperities. This results in an increase in the volume of material that is being shared
by the rotating counterface material of the tribotester. Hence, the wear depth
increases. So the minimum wear may be found at low levels of load, speed and
sliding time.

3.3.2.2 Friction and Wear Behaviour Under Lubricated Condition

In this section, COF and wear characteristics are studied under lubricated condition.
Figure 3.17 represents the effect of normal load on COF at different sliding speed
with respect to duration of sliding. At 10 N as well as 30 N, the COF is almost
constant with an increase in sliding duration. At 10 N, the COF initially decreases
with speed and then increases. But at 30 N, the variation of COF at 70–100 rpm is
very less and is almost comparable.

The variations of COF are shown in Fig. 3.18a, b with different load and sliding
duration at constant speed of 60 and 100 rpm, respectively. It is found that at any
constant speed, COF gradually increases with increasing load. The COF for all the
cases observed in Figs. 3.17 and 3.18 exhibits an initial abrupt increase, followed
by a slow rise during the first few seconds of sliding. The decrease in friction with
the increase in load could be due to the self-lubricating nature of the deposition and
the ability of the nodules to retain lubricants.

Fig. 3.17 COF versus sliding duration of Ni–B coating with different sliding speed at constant
load of a 10 N and b 30 N under lubricated condition
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Figure 3.19 shows the effect of normal load on wear depth at different sliding
speed regarding sliding duration. Figure 3.19a, b represents the variation of the
depth of wear with sliding speed and sliding duration at constant load of 10 and
30 N, respectively. It is found that any constant load wear is gradually increasing
with increase in rotating speed and sliding duration.

Figure 3.20a, b represents the wear depth with the variations of normal load and
sliding time at constant speeds of 60 and 100 rpm, respectively. It is found that at
any constant speed, wear gradually increases with load as well as sliding time. At
60 rpm as well as 100 rpm, the wear depth at 30 N is quite higher compared to that
observed at 10 N (*3 times) especially after a sliding duration of 15 min.

Fig. 3.18 COF versus sliding duration of Ni–B coating with different load at constant speed of
a 60 rpm and b 100 rpm under lubricated condition

Fig. 3.19 Wear versus sliding duration of Ni–B coating with different sliding speed at constant
load of a 10 N and b 30 N under lubricated condition
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3.3.2.3 Comparison of Friction and Wear Characteristics Under Dry
and Lubricated Conditions

Comparative study of tribological characteristics of electroless Ni–B deposition has
been carried out by generating 3D surface plots and shown in Figs. 3.21 and 3.22.
In each of the 3D surface plots, two design parameters are varied while the third
variable is kept fixed at its mid-level value.

The variation of COF under dry and lubricated conditions with load and speed is
shown in Fig. 3.21a. It is noticed that COF under lubricated condition is lower at
higher values of normal load and sliding speed compared to the dry condition. But
at lower loads and speeds, the COF under dry condition is lower compared to
lubricated condition. This may be due to inadequate film formation at lower values
of applied load and rotating speed. Moreover, at a lower speed, there are chances
that debris particles formed may get trapped in the lubricant leading to a higher
COF [35]. But at higher speeds, it is expected that adequate lubrication occurs and
the film provides lubricating effect. Moreover, at higher speeds, due to the cen-
trifugal action of the counterface disc the debris may get carried away by the
flowing lubricant. It has been also observed that tribo-oxidative layers form under
lubricated condition [36]. They tend to lower the COF. Thus, under lubricated
condition, an improvement in COF takes place especially at higher values applied
load and rotating speed. The variation of COF with load and time may be observed
in Fig. 3.21b. In this plot, it is seen that with an increase in sliding duration, the
COF under lubricated condition improves significantly compared to dry condition.
This could be due to the fact that a stable tribo-patch is formed with an increase in
time. The variation of COF with sliding speed and duration may be observed in
Fig. 3.21c. A curvature in the plot may be seen and the COF is quite lower under
lubricated condition compared to dry condition especially at higher values of speed.

The wear depth of the deposits under dry and lubricated condition with different
load and sliding speed is shown in Fig. 3.22a. In fact, the trends observed for the

Fig. 3.20 Wear versus sliding duration of Ni–B coating with different load at constant speed of
a 60 rpm and b 100 rpm under lubricated condition
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Fig. 3.21 Comparative study of friction behaviour of Ni–B coating under dry and lubricated
condition a load versus speed, b load versus time and c speed versus time
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Fig. 3.22 Comparative study of wear behaviour of Ni–B coating under dry and lubricated
condition a load versus speed, b load versus time and c speed versus time
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variation of wear depth with applied load and sliding duration (Fig. 3.22b) as well
as speed and time (Fig. 3.22c) are almost same. In all the three cases, wear depth
increases with an increase in values of the tribological test parameters. The variation
of wear depth under dry condition is also noticed to be in accordance with
Archard’s law. Furthermore, the wear depth under lubricated condition is signifi-
cantly lower compared to dry condition. Therefore, tribological characteristics of
the coatings improve under lubrication. This may be attributed to the
self-lubricating nature of Ni–B deposits, i.e. the cauliflower-like microstructure, the
ability of the columnar growths to retain lubricants and the flowing lubricant car-
rying away heat as well as wear debris generated along with it.

3.3.2.4 Microstructure Study of the Worn-Out Surfaces

The SEM image of the worn surface of a heat-treated Ni–B coating under dry
condition is shown in Fig. 3.23a. The coatings are seen to undergo very less wear.
Grooves may be observed along the sliding direction. Coating delamination or
adhesion patches are also not visible. This is indicative of mild abrasive wear being
the predominant mechanism under dry sliding condition. Resistance to plastic
deformation increases due to an increase in hardness [37] preventing adhesion
between the coated pins and the counterface disc. Figure 3.23b presents the worn
surface of electroless Ni–B coating on which wear tests have been performed under
lubricated condition. Fine scratches along sliding direction can be seen. No ploughs
or furrows can be seen. Furthermore, the flowing lubricant has a cooling effect, thus
reducing the possibility of adhesive wear. The wear mechanism is fundamentally
mild abrasive in nature. Since the columnar structure of electroless Ni–B coating
helps in retaining lubricant, a very low COF is indicated. A similar phenomenon is
confirmed from the SEM micrograph of the worn surface (Fig. 3.23). Blackish
patches may be may be seen due to the retained lubricant as well as formation of
oxide layers.

Fig. 3.23 SEM micrograph of wear track of Ni–B coating tested at a dry condition and
b lubricated condition
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3.4 Conclusion

In this investigation, electroless Ni–B coating has been deposited on mild steel
substrate. Characterization of the deposited Ni–B coating has been done utilizing
SEM, EDX and XRD technique. Microhardness and surface roughness are studied
utilizing Vickers micro-indentation method and surface profilometry, respectively.
Variations of friction and wear are studied under dry and lubricated conditions.
Wear mechanism of coatings has been also reported. Following conclusions are
drawn from the present work:

• The surface of the coating appears grey in as-deposited condition and
heat-treated condition. The structure of the heat-treated coated samples resem-
bles the surface of a cauliflower which makes it self-lubricating in nature.

• EDX affirms the presence of Ni and B in the coating. The B content is almost
7.51% by weight.

• The XRD plots reveal that the deposits are amorphous in as-deposited condition
while it becomes crystalline on heat treatment due to the precipitation of nickel
borides (Ni2B and Ni3B).

• Average values of hardness in as-deposited and heat-treated (1 h at 350 °C)
condition are seen to be 855 HV0.5 and 1160 HV0.5, respectively.

• Ra of the coatings is found to be *0.7–0.8 µm.
• Investigation of the tribological characteristics of the coatings under dry and

lubricated condition indicates that Ni–B is suitable as a tribo-coating under
lubricated condition. This is attributed to its inherent self-lubricating capabilities
and columnar structures that act as retainer of lubricant.

• The wear mechanism under dry and lubricated condition is seen to be mild
abrasive.

From the present study, it may be concluded that electroless Ni–B coatings have
good friction and wear reduction capabilities under the influence of a lubricant. The
coatings may find use in applications where tribological contact takes place under
lubricated condition.
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Chapter 4
Friction and Wear Characteristics
of Heat Treated Electroless Ni–P–W
Coatings Under Elevated Temperature

Sanjib Kundu, Suman Kalyan Das and Prasanta Sahoo

4.1 Introduction

Brenner and Riddell [1] proposed a process of coating without any external current,
known as electroless deposition in which electroless nickel (EN) became very
popular. Since invention, it is widely used because it provides uniformity con-
cerning deposit, low porosity and requires low process temperature [2]. The
as-deposited Ni–P perhaps is invigorated through growth of nickel phosphide
crystallites under satisfactory heating conditions. Yet, higher heat treatment period
or heating [3] temperatures impair the solidity of Ni–P covering because of grain
coarsening [4].

A typical electroless solution consists of supplying agent of nickel, reducing
agent, complexing agent, stabilizer, surfactant, buffering agent, etc. The function of
nickel source is to supply the nickel ions for deposition on the substrate while
reducing agent supplied the requisite electrons intended for the reduction procedure
of nickel [2]. Complexing agents are used to inhibit the breakdown of the solution
as well as to make the bath stable. Stabilizers/inhibitors are also provided to avoid
the random disintegration of the plating bath. Addition of surfactant results in better
surface finish and increased hardness [5]. Moreover, existence of surfactant favours
the film deposition reaction between the bath solution and the dipped substrate
surface [5] which results in improved surface finish. Buffering agents are used to
control the pH of the bath [2]. Primarily coating follows substrate roughness profile
with marginal fluctuations. Surface roughness of the coating is hugely affected by
the level of reducing agent [6]. It is seen to again decrease with heat treatment [7].
Chloride baths provide smoother surface than that developed from sulphate-based
bath [8]. Several optimization methods [9] are employed to know the proper
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deposition parameter combination for increasing the efficiency of electroless nickel
coatings. Addition of third component [10, 11] which forms a ternary compound
has been recommended to enhance the properties of chemically developed Ni–P
coatings. These include Ni–Cu–P, Ni–W–P and Ni–Zn–P coatings. Moreover,
elements, viz. Co, Cu, Mo, W, Zn, are also incorporated to give rise to various other
ternary coatings. Higher phosphorous content (above 7 wt%.) leads to amorphous
structure in case of Ni–Cu–P but the same under 3.9 wt% results in a crystalline Ni–
Cu part which is visible [12]. Structure of the coating is noticeably influenced by
tungsten content in the coating [13]. At a concentration of WO4

2− ions under 0.35
mol dm−3, an unstructured arrangement is attained. Crystalline structure of the
nickel is unaltered until the zinc intensification up to 23 wt% for Ni–Zn–P coatings
[14] is obtained. Several ternary and quaternary coatings are being developed to
meet the industrial requirements such as Ni–P–W [15–18], Ni–P–Cu [19–22], Ni–
P–B [23, 24], Ni–P–W–Cu [25, 26]. Co-deposition of materials, viz. diamond,
silicon carbide (SiC), aluminium oxide (Al2O3), polytetrafluoroethylene (PTFE)
particles, with electroless coatings, gives rise to composite coating. Wear-resistant
composite coatings such as Ni–P–TiO2 [27, 28], Ni–P–Al2O3 [29–32] can be
formed by the co-deposition of fine hard particulate substance and lubricating
composite coatings like Ni–P–PTFE [33–35], Ni–P–MoS2 [36, 37] could be pro-
duced by solid lubricants PTFE and MoS2. Dispersion of nanoparticles into the EN
matrix gives rise to electroless nano-coatings. Among these coatings, carbon nan-
otubes (CNTs) [38, 39]-based coatings and nano-TiO2 [40, 41]-based coatings have
received considerable attention.

Mass loss during wear test is observed to be lowermost when the coating is
exposed to heat treatment at 400 °C. It may be because of extreme solidity of the
coatings attained by heating in that temperature [6]. In general, electroless nickel
covering is amorphous or microcrystalline in as-deposited condition and goes
crystalline through proper heating by formation of phosphides and borides.
Annealing is done at 400 °C to Ni–P film yield Ni5P2, Ni2P and NiP2 as chief
constituent compounds [42]. The crystal arrangement of electroless Ni–P film
significantly alters through heating. A structure comprising of dual crystalline
stages nickel and nickel phosphide (primarily Ni3P) articulates as outcome of heat
treatment (meant for both fine crystalline and amorphous coverings). Ni3P forms
around a temperature beyond 200 °C and at a temperature greater than 400 °C, and
the agglomeration of the same takes place [43]. Proper heat treatment strengthens
the Ni–P coating by crystallization of nickel and nickel phosphide though the
solidity of the coating is spoiled in case of too much heating at higher temperature.
Momentous change in the wear resistance of the coatings has been recounted, once
hard elements are amalgamated. Selections of the elements are influenced by the
properties desired from the coating. It is reported that the integration of a typical
transformation metal, for instance, W, Co, Mn, Re and Mo in the binary Ni–P
compound might lead to grander properties.

The third constituent in the coating governs the crystallization temperature of
ternary coatings. Ni–Cu–P coatings that processed through heat treatment undergo
crystallization and growth in grain dimensions. The existence of tungsten slows
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down the crystallization process of coatings during the course of heat treatment.
Crystallographic changes take place at a temperature around 350 and 410 °C,
respectively, for chemically deposited Ni–W–P and Ni–P film [44], respectively.
Further, researchers detected the beginning of crystallographic alteration of Ni–W–

P at 375 °C [45]. In controlling wear characteristics, heat treatment as well as bath
temperature has remarkable impacts on electroless Ni–P coating, whereas source of
nickel along with heat treatment temperature is the two main factors for Ni–P–W
coatings [42, 46]. The life of the coated component gets shortened [3] because of
material softening at high temperature.

Ni–W–P ternary coating was primarily proposed by Pearlstein and Weightman
[47] in the year 1963, after which it received overwhelming response from
researchers around the globe. Tungsten (W) is a non-compliant metal and cannot be
deposited from any aqueous bath though tungsten as compounds with iron group
transition metals can be deposited of solutions containing tungsten ions [48]. The
unification of tungsten in the nickel matrix leads to the solute strengthening and
enriched the coating hardness. In addition, the coating shows outstanding properties
like mechanical properties, good thermal stability, tribological behaviour and cor-
rosion resistance. Metal and amalgams/ceramic coatings have been in use for a very
long period for protection of components presented to high temperatures in power
plant, gas turbines and oil refineries with extraordinary results. A thorough literature
survey reveals that research work in the field of electroless nickel and its alloy
coatings has been focused mostly on the study of tribological behaviours under
ambient test conditions. But there is very limited number of examinations that
address application of EN coatings under elevated temperature. Ni–P (as-deposited)
is found to be suitable at 550 °C because of creation of oxide layers and
microstructural modifications during wear test [49]. Chemically deposited Ni–P–
MoS2 coatings display low friction coefficient and mass loss during high temper-
atures of 300–500 °C which is attributed to the development of oxide coats of
molybdenum [50]. Ag-based coatings are called chameleon coatings as they have
self-lubricating characteristics at raised temperatures [51]. Ni–P–SiC also provides
satisfactory results up to an assessment temperature of 200 °C but again increment
occurs through heat treatment [52]. Electroless Ni–P coating shows excellent wear
resistance at high temperature which degrades after 500 °C due to severe oxidation
and softening of the deposits [53]. Since addition of W to EN coatings enhances its
thermal dependability and oxidation opposition [54], the present article attempts to
research the tribological characteristics of chemically developed Ni–P–W coatings
at raised temperatures and contrast the same with room temperature tests. Attention
towards high-temperature self-lubricating coatings development is given to increase
the lifespan of the components that are exposed to tribological interactions at raised
temperatures, as experienced in case of hot metal working (hot shaping, hot
illustration, and so on), aerospace industry, heat exchangers, extruders, plungers,
rolls for rolling mills, gas turbine blades, crushers, etc. [55]. EN coatings have the
potential to act as a thermal barrier to this adverse situation as nickel has a
high-melting point [56]. This paper presents the tribological performance of nickel–
phosphorus–tungsten units developed over the AISI 1040 steel specimens by
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electroless deposition technique. Deposition is followed by heating the sample in
proper environment to enhance mechanical properties of the coatings. The coatings
are kept in box furnace at 400 °C for 1 h. Portrayals of the Ni–P–W coverings are
basically centred on microhardness, microstructure, phase distribution and wear
mechanism. Field emission scanning electron microscope (FESEM) in combination
with energy-dispersive X-ray (EDAX) and X-ray diffraction (XRD) techniques is
used to examine the coating microstructure and phase transformation.
Microhardness is deliberated via Vicker’s technique, and surface roughness is
measured by stylus-based profilometer because both have effect on the tribological
behaviour of the coating. The developed heat treated films are exposed to tribo-
logical investigations at room and raised temperatures (100–500 °C) on a
pin-on-disc arrangement, and the friction wear characteristics are assessed. The
current investigation does not try to mimic the actual high-temperature applications
mentioned above but attempts to test Ni–P–W coating as a thermal barrier coating
under high temperature.

4.2 Experimental Details

4.2.1 Substrate Preparation and Film Deposition

Cylindrical mild steel (AISI 1040 steel) specimens that have 30 mm length and
6 mm diameter are used as substrate so that it fits into the attachment of the tri-
botester. Substrates conforming to N5 (Ra = 0.40 µm) roughness grade were chosen
for the deposition of ternary coating (Ni–P–W) as EN coatings follow substrate
profile. It is also important as equally friction and wear are external properties, and
their values depend very much on the roughness Thus, specimens having a rough-
ness variation around 0.1% are selected for coating deposition. Properly cleaned
samples are etched by 50% hydrochloric acid for 60 s. Afterwards, they are washed
in distilled water and subjected to methanol cleaning before going to be submerged
into the bath.

The deposition conditions for Ni–P–W coating are fixed through numerous
trials, and suitable ranges of the parameters are selected consequently. Table 4.1
specifies the deposition conditions. Sodium tungstate is used as a source of W ions,
and its concentration is kept at 20 g/L because W content in the coating decreases
beyond that concentration [25]. A diminishing trend in W inclusion as well as
deposition speed was observed by Palaniappa et al. [15]. They found that on
addition of excess sodium tungstate (>20 g/l) led to impulsive disintegration of the
plating solution. This is typically indicated beforehand by increased hydrogen
evolution and the production of finely separated dark precipitates of nickel and
nickel phosphide all through the solution. The precipitates for the most part com-
prised of nickel or nickel phosphide. The pH of the arrangement is kept up at
around 7–8 by continuous observation through a pH metre. The washed specimens

62 S. Kundu et al.



www.manaraa.com

are initiated in palladium chloride arrangement at 55 °C. This is necessary to
activate the samples for autocatalytic reaction. This activation step is included
intentionally to achieve good adhesion to the substrate, better deposition rate and
expressive deposit thickness [57]. Activated specimens are then immersed in the
solution which is kept up at a temperature in the vicinity of 90 and 92 °C through
the assistance of a hot plate cum stirrer, joined by a temperature measuring device
which is additionally submerged into the arrangement. Schematic chart showing
steps engaged with coating deposition is shown in Fig. 4.1. The development
process runs for a period of 3 h. Experimental set-up of electroless deposition is
given in Fig. 4.2. Coating development period and bath volume are retained equal
for all samples with the goal that the covering thickness and bath load remain
roughly steady, and the approximate film depth is observed to be about 35 µm.
After the coating, the samples are removed from the chemical solution and cleaned
by distilled water. After that specimens are heated (at 400 °C for 1 h) in a muffle
furnace and allowed to cool in air.

4.2.2 Coating Characterization

Vicker’s hardness of the coating is studied at an indentation load of 100 g, dwell
period of 15 s and a speed of 25 µm/s. Microhardness (Vicker’s) of the Ni–P–W
coatings (both before and after heating) are taken according to ASTM standard
E384-16 utilizing a hardness analyser (VMHTOT, Technische Mikroskopie)
equipped with a pyramidal diamond indenter. Three impressions are done on every
sample of the reverse surfaces of the specimen, and their mean is reported. The
length of the corner to corner of the indents formed on the surface of the coatings
is obtained by means of a low-amplification optical magnifying instrument. Surface
roughness of the Ni–P–W coverings (both condition as before and after heating) has
been determined by means of Talysurf profilometer (Surtronic 3+), that has a
diamond stylus with a tip radius of 5 µm. Sampling length of 0.8 mm with a
traverse length of 4 mm is used for roughness measurement which is further pro-
cessed through Talyprofile software to observe the surface profile of the coatings
along with centreline average roughness (Ra) value. Each sample is tested four

Table 4.1 Bath composition details

Bath constituents (g/l) Values Operating conditions Values

Nickel sulphate 20 pH
Temperature (°C)
Duration of coating (hour)
Bath volume (mL)

7–8
90 ± 2
3
200

Sodium hypophosphite 20

Sodium citrate 35

Ammonium sulphate 30

Lactic acid 5

Sodium tungstate 20
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times, and average value of roughness is reported. Characterization tests are con-
ducted after deposition to guarantee about the proper development of the coating
and also after the tribological examination to have idea about the underlying
mechanisms. Elemental composition of the deposits with respect to weight pro-
portions of Ni, P and W is found out by means of energy-dispersive X-ray
(EDX) analyser using a Si (Li) superultrathin window (SUTW) intended for the
transmission of low energy X-rays. Field emission scanning electron microscope
(FESEM) with an Everhart Thornley secondary electron detector (FEI, Quanta FEG
250) is used to observe surface structure of Ni–P–W coatings (as-deposited and heat
treated). The phase structure of the coatings is determined before and after heat
treatment with the help of X-ray diffraction (XRD) method through a Cu Ka source
(Rigaku, Ultima III) for 2h values in between 20° and 80° with an scanning rate of
1°/min which is utilized for phase structure examination. The worn-out coating
surfaces are watched again utilizing FESEM to investigate the wear components.
EDX examination of the damaged/deformed areas is also conducted to watch the
post-wear changes in the composition.

4.2.3 Tribological Characterization

Pin-on-disc-based tribotester (Ducom, TR-20-M56) is applied to assess friction and
wear behaviour of the EN-coated samples at room (*30 °C) and high temperatures
(100, 300 and 500 °C). The tests are carried out in line with ASTM standard
G99-05 (reapproved 2010). Schematic diagram for high-temperature friction wear
test is shown in Fig. 4.3. The impacts of sliding speed and applied load under dry,
non-lubricated conditions on tribological behaviour under various testing

Fig. 4.1 Schematic representation of steps for electroless coating on substrate surface
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temperatures are contemplated. Heat treated coatings are slide at a track radius
measuring 60 mm on a counterface prepared of EN-31 steel hardened to 58–62
HRC. The loading of the pin is done precisely through a stepper motor and load cell
pair. The pivoting counter face disc is heated inductively to the desired temperature.
A 15-kVA high-recurrence induction heating machine with coils prepared of
beryllium copper is used to heat the counterface disc. The temperature of the disc is
uninterruptedly recorded by a pyrometer having a smallest count of 1 °C and
correctness of 1 ± 1% of the measured temperature. Wear is measured by means of
the standard weight loss technique and described as the weight loss per unit trav-
elling distance. The frictional force is estimated through a load cell of 100 N limits
and an exactness of 0.1 ± 1% of estimated constrain. For the present investigation,
considering the low thickness of the coating, duration of the tests is set at 300 s with
varying load, sliding velocity and temperature. The mass of the films is taken

Fig. 4.2 Experimental set-up of electroless deposition
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utilizing a precision measuring weighing scale (AFCOSET, ER 182A) having a
resolution of about 0.01 mg.

4.3 Results and Discussion

4.3.1 Coating Characterization, Phase Transformation
and Microhardness

Optical micrograph of both before and after heat treated Ni–P–W coating is shown
in Fig. 4.4 proclaiming surface morphology qualitatively. The detailed analysis is
carried out by SEM micrograph of the samples revealing its surface morphology
and cross-cut section as shown in Fig. 4.5. The thickly concentrated nodular
arrangement is observed for Ni–P–W coatings in as-deposited form in the
high-magnification SEM micrograph (Fig. 4.5). Nodular surface characteristics
with low porosity are very common in EN coatings [8, 15, 25, 26]. The quick
growth of nuclei and subsequent development of the EN deposits endorse the
nodular structure. A few pores in the coatings may come because of the evolution of
hydrogen amid the electroless process. Pores emerge as dark regions, but these are
extremely tiny in size and do not penetrate to the substrate face. Such structures
augment the self-lubricating ability of the coatings by providing pockets for holding

Fig. 4.3 Schematic diagram
for high-temperature friction
wear test
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oil. A sectional area of the as-deposited Ni–P–W coating is shown in Fig. 4.5c. It
appears that the coating is associated closely with the substrate exhibiting good
adhesion. Depth of the film supposedly lies for the most part around 30–35 µm.
After heating at 400 °C over 60 min, the nodules get expanded resulting in a
coarse-grained structure (Fig. 4.5b). With heat treatment, coating looks to be
coarser and also turns bluish. Nickel oxide formation during heat treatment may be
a reason behind this bluish colour of the coating. EDX study (Fig. 4.6) shows that
co-deposition of tungsten in Ni–P matrix indeed led to a ternary Ni–W–P com-
pound with a tungsten and phosphorous content of 4–4.5 and 8–8.5 wt%, respec-
tively, while the rest is nickel. For Ni–W–P coating, decrease in phosphorus content
was noted because of inclusion of tungsten in Ni–P deposit [26]. EDX of Ni–P–W
coating heat treated at 400 °C for 1 h is shown in Fig. 4.6b which also shows the
presence of oxygen (around 2%). Hence, the formation of oxide scales due to heat
treatment could be reaffirmed from EDX results. Rests of the elements do not
exhibit much variation in their composition. The oxide scale might be available as
oxides of Ni and W.

Structural forms of chemically deposited Ni–P–W coating (before and after heat
treatment) are ascertained by conducting XRD and related graphs are shown in
Fig. 4.7. Crystalline of the electroless Ni–P–W coatings is dependent on phos-
phorus content in them. If percentage of P is more than 8 wt%, coating shows an
amorphous configuration. It is because, lattice strain of Ni (111) arranged particles
builds, that results in amorphous deposits in X-ray diffraction [58]. A blend of
indistinct and nanocrystalline structure is accomplished when P lies in between 4
and 7 wt%. It exhibits a microcrystalline structure with P value below 3 wt%. In the
current study, electroless ternary Ni–P–W layer greater than 8 wt% P displays an
amorphous/nanocrystalline arrangement as expected. The existence of tungsten
decelerates the crystallization of coatings during the course of heat treatment.
Subsequent to heat treatment, a few of the peaks widen compared to as-deposited
condition and generate crystalline phases. In the wake of heating at 400 °C for
60 min, the real peaks of Ni–W and Ni3P are obtained. Higher crystallization

Fig. 4.4 Optical micrographs of Ni–P–W coating a as-deposited and b heat treated at 400 °C

4 Friction And Wear Characteristics of Heat Treated … 67



www.manaraa.com

temperatures are acquired because of W co-deposition in Ni–P module. Occurrence
of stable Ni and Ni3P is identified as similar to Balaraju et al. [59] for annealed
specimen (400 °C/1 h).

Microhardness of the as-deposited together with heat treated ternary Ni–W–P
films is studied. The typical hardness assessment of the samples is originated to be
nearly 670 HV0.1 in as-deposited condition and 1090 HV0.1 for heat treated (400 °
C/1 h) case. The results obtained are very close to that by Balaraju et al. [59]. The
increase in hardness is because of the double impact of phosphide precipitation and
solid solution reinforcing. The hardness of the crystallized Ni–W–P compound is
more compared to Ni–P composite because of the development of the Ni–W solid
solution [60, 61] separately from nickel phosphide precipitation. Along these lines,
presentation of tungsten component in the Ni–P layer enhances the thermal stability
as well as the microhardness of the electroless coatings. In fact, hardness of the

(a) (b)

(c)

Fig. 4.5 SEM micrographs of Ni–P–W coating a as-deposited, b heat treated at 400 °C and
c cross-cut section indicating thickness
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coating increases with tungsten in the coating. This is because of the solid solution
strengthening of the nickel matrix by the dissolved tungsten. Proper heating and
cooling arrangement can result in better hardness, however, the coating when
heated at 600 °C demonstrates diminish in the hardness results for both binary and
ternary coatings [15].

Tribological behaviour is influenced by surface roughness, and hence, it is
desired to have smooth surface for better lifespan. In this regard, EN coatings play a
vital role by providing smooth surface roughness. Centreline average roughness for

Fig. 4.6 EDX spectrum of Ni–P–W coating a as-deposited and b heat treated at 400 °C, 1 h
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as-deposited and heat treated coverings is around 0.447 and 0.451 mm, respec-
tively. Typical surface profile of electroless Ni–P–W coating is shown in Fig. 4.8.
Generally, EN coatings take on the substrate profile. In the current work, similar
observations are made. Nickel oxide formation and inflation in nodule size attri-
butable to heat treatment may be the basis of the slight increase in surface
roughness of the deposits.

4.3.2 Wear Loss and Friction Coefficient at Room Along
and Elevated Temperature Test

Friction coefficient (COF) and mass loss in terms of wear of heat treated Ni–P–W
coating at room and high temperature are shown in Fig. 4.9. It is found that the test
conducted at 100 °C exhibits the highest COF and that conducted at room tem-
perature shows the lowermost COF. But similar trend is not observed in case of
wear behaviour of the coating (Fig. 4.9b). The heat treated coating, tried at room

Fig. 4.7 X-Ray diffractions of Ni–P–W coating in a as-deposited and b heat treated condition

Fig. 4.8 Typical surface profile of electroless Ni–P–W coating
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temperature, has the most reduced wear rate yet after that the wear rate increases
with the increase in the experiment temperature. Since the microstructure of
as-deposited coating is amorphous (Fig. 4.5a) and the same is tough, the wear
resistance of these structures is significantly controlled by the hardness [2, 15, 33].
Wear resistance increases as the hardness increases. Heat treatments result higher
hardness and less adhesive (wear) amount for hypophosphite-based coating, com-
pared with those in the as-deposited one which shows up as improved wear
resistance of the heat treated samples at room temperature test [49]. Increase in test
temperature causes massive scale deformation of the surface that leads to an applied
stress value crossing the yield strength of the material. This acts result in severe
adhesion and causes lower wear resistance. Similar kind of phenomenon is also
observed with an increase in the heat treating temperature higher than 400 °C which
contributes to the increase of the matrix ductility and, in this manner, to its soft-
ening and monstrous wear. Figure 4.10a shows the relationship between the
coefficient of friction and the sliding distance (or the time) at various test temper-
atures for the tribological pair of EN 31 disc with Ni–P–W coating heat treated at
400 °C. As could be seen, more often than not, the increase in the test temperature
increases the friction coefficient because of the number of interactions among the
nodules and asperities of the mating surfaces as the contact region between the
mating surfaces expands exponentially with temperature [62]. The advancement of
COF at high temperature (500 °C) regarding sliding time at various speeds appears
in Fig. 4.10b. The effect of temperature is pronounced over the sliding velocity.
High fluctuations in COF are seen for the heat treated samples at room temperature
and tests done at 100 °C (Fig. 4.10a). These changes are related to the occasional
formation and removal of oxide patches. Raised test temperatures of 300 and
500 °C provide mostly stable values of COF. Friction coefficient and wear rate of
heat treated Ni–P–W coating as a function of elevated temperature under diverse

Fig. 4.9 Effect of test temperature on a COF and b wear rate of heat treated electroless Ni–P–W
coating
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load and sliding velocity are shown in Figs. 4.11 and 4.12, respectively. The effect
of load under various operational temperatures over friction and wear role of heat
treated Ni–P–W coating is shown in Fig. 4.11a, b, correspondingly. Both COF and
wear show a positive response with load. Overall, COF increases with increase in
contact load which is credited to the expansion in contact area and resulting higher
force required to break them. It is observed that except room temperature starting
from 100 °C tests, the friction coefficient mostly decreases with the increase in
temperature running with any of the chosen velocities. An inverse relationship
exists in between friction coefficient and elevated temperature, and it may be
because of the softening nature of the coating at elevated temperature. Similar kind
of phenomenon has been noticed by Kundu et al. [53] for Ni–P coatings. Wear rate
is low at room temperature for heat treated sample as it provides higher amount of
hardness but with the increase in temperature wear rate mostly increases in all cases
as is shown in Fig. 4.9b. Interestingly, sliding velocity does not influence the
friction behaviour of the coating especially when tested at temperatures greater than
room temperature (Fig. 4.12a) but the same has great impact on the wear rate of the
coating (Fig. 4.12b). Further it is noticed that with enhancement in sliding velocity,
the wear rate decreases. This may be due to the low interaction between the mating
surfaces due to insufficient time in establishing contact with considerable area.
Moreover, due to inertia at higher sliding speed, some of the potential contact points
may be missed due to vertical motion of the workpiece.

Fig. 4.10 Evaluation of friction coefficient for heat treated sample with time at typical load of
10 N at a different test temperature with a sliding velocity of 0.220 m/s and b different sliding
velocity with a test temperature of 500 °C
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4.3.3 Investigation of Wear Mechanism

The wear mechanism of heat treated Ni–P–W films at room temperature (30 °C)
and at high temperatures of 100–500 °C is investigated through optical microscope
(OM), SEM micrographs and EDX of the worn surfaces. The trends of tribological
performance of the ternary coatings exhibited by Figs. 4.9, 4.10, 4.11 and 4.12 are
further consolidated by the SEM images of the wear scars and its corresponding
EDX results. A preliminary idea of the wear mechanism is gained by taking OM

Fig. 4.11 a Variation of friction coefficient and b wear rate of heat treated electroless Ni–P–W
coating against sliding velocity of 0.22 m/s with increase in temperature at different applied load

Fig. 4.12 a Variation of friction coefficient and b wear rate of heat treated electroless Ni–P–W
coating against applied load of 10 N with increase in temperature at different sliding velocity
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images of the wear track, which are shown in Fig. 4.13. The presence of pits and
prows over the wear tracks are quite easily noticed for the sample tested at room
temperature (Fig. 4.13a). Pits and prows are characteristic of adhesive wear
mechanism, whereas wear tracks denote the occurrence of abrasive wear phe-
nomenon. Hence, it can be said that the coating encounters a mixed wear mecha-
nism under room temperature tests. SEM micrograph of the wear zone of the
sample (tested at room temperature) and corresponding EDX spectrum is shown in
Figs. 4.14 and 4.15, respectively. EDX result indicates post-wear elemental dis-
tribution which consists of mostly the original coating constituents. Ploughing and
micro-cutting together with torn patches in the direction of sliding can also be
observed for coating tested at 100 °C (Fig. 4.16) which again point towards a
mixed wear mechanism. The uneven wear zone also supports towards the high COF

Fig. 4.13 Optical micrographs of wear tracks at a room temperature and b 500 °C

Fig. 4.14 SEM micrographs
of worn specimen tested at
room temperature
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Fig. 4.15 EDX results of worn specimens of heat treated Ni–P–W coatings at room temperature

Fig. 4.16 SEM micrographs of worn specimen tested at 100 °C
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observed at this condition (Fig. 4.9a). The EDX of the wear zone (Fig. 4.17) shows
the presence iron which supports the occurrence of abrasive wear as the iron must
have come from the counterface (steel part) owing to high mutual solubility among
nickel and iron. Thus, adhesive wear seems to be the dominant wear mechanism at
this test condition. Moreover, the presence of oxygen in EDX results point towards
the formation of oxides in the wear zone. At 300 °C, test temperature the wear
surface again exhibits micro-cutting and micro-ploughing together with torn pat-
ches (Fig. 4.18). However, overall coating surface appears to suffer ductile failure
with a high level of plasticity in the path of sliding. The EDX spectrum (Fig. 4.19)
again exhibits the presence of oxygen and iron. The coating tested at 500 °C again
exhibits parallel grooves along with micro-ploughing (Fig. 4.20) which is again an
indication of an abrasive wear phenomenon. However, there is a distribution of
materials in the form of small spots on the entire coating surface which may be the
wear debris being welded to the coating surface due to the pressure at the contact
surface and under immense heat coming from the heated counterface. There are also
some blackish regions which indicate towards heavy oxidation under 500 °C
(corresponds mainly to NiO), as the same observed by several researchers [49–52].
The presence of oxygen in the EDX plot (Fig. 4.21) also supports this claim.
Overall, it can be said that both adhesive plus abrasive wear ruled the mass loss
mechanism of the Ni–W–P coatings tested at elevated temperatures. High tem-
perature is generated at the coating-counterface contact region due to the heated
counterface which is augmented by friction heating due to sliding of the workpiece.
Thus, the genreated wear debris which undergo local hardening and get trapped
between the coating and the counterface, are responsible for creating the grooves on
the coating surface. At the highest temperature (500 °C), however, the debris tends

Fig. 4.17 EDX results of worn specimens of heat treated Ni–P–W coatings at 100 °C
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Fig. 4.18 SEM micrographs of worn specimen tested at 300 °C

Fig. 4.19 EDX results of worn specimens of heat treated Ni–P–W coatings at 300 °C

4 Friction And Wear Characteristics of Heat Treated … 77



www.manaraa.com

Fig. 4.20 SEM micrographs of worn specimen tested at 500 °C

Fig. 4.21 EDX results of worn specimens of heat treated Ni–P–W coatings at 500 °C
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to get attached to the coating face as observed from Fig. 4.21. The presence of
oxygen in EDX spectrums (Figs. 4.17, 4.19 and 4.21) confirms oxidation of the
coats and the construction of a tribo-oxide layer during sliding wear tests at 100,
300 and 500 °C, respectively. From the examination of the wear mechanism of heat
treated Ni–P–W films, it can be understood that the mechanism changes from
adhesive toward a mixture of adhesive and abrasive when temperature changes
from RT to 500 °C.

4.4 Conclusion

Alkaline citrate-based Ni–P–W film is developed on AISI 1040 steel pin substrate.
The consequence of elevated operating temperature over tribological behaviour of
heat treated chemically deposited Ni–P–W covering is studied under different
applied load and sliding velocity. The Ni–P–W layer displays an unstructured
arrangement in the as-deposited case and presented a moderately small hardness of
roughly 670 HV0.1. As temperature was increased to 400 °C, the hardness increased
to 1090 HV0.1 because of the evolution of Ni and Ni3P in the amorphous medium.
Presence of steady Ni and Ni3P was recognized for the heat treated deposits
(400 °C, 1 h) comprising lesser amount of W and greater amount of P. Higher
crystallization temperatures were due to of W incorporation in Ni–P matrix. Under
elevated temperature tests, it is seen that wear rate increases with the increases in
test temperature. The raise in applied load is found to negatively affect the wear
resistance of the coating. However, wear rate is inversely related with sliding
velocity for a fixed value of load. COF does not seem to be affected very much
under elevated temperature tests. The SEM micrograph of the corroded and worn
outer layer of the coating reveals that both abrasive and adhesive wear mechanism
exist behind wear under high temperature. Oxide formation is another interesting
phenomenon for the coatings tested under elevated temperatures.
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Chapter 5
Hardness, Friction and Wear Trends
of Electroless Ni-W-P Coating
Heat-Treated at Different Temperatures

Abhijit Biswas, Suman Kalyan Das and Prasanta Sahoo

5.1 Introduction

The term ‘electroless coating’, rather famous by the name ‘electroless nickel’ or EN
coating, is a deposition technique which is in much demand in modern hard surface
industries. This method has got overwhelming response from every field because of
its high hardness and corrosion resistance properties and also praised for its
splendid tribological characteristics [1]. The EN coating deposition process was first
invented by Brenner et al. [2] in nineteenth century and then onwards it is employed
considerably as a substitute for hard chrome coating on different substrates.
However, EN coatings are widely used in aerospace, aviation, automotive, oil and
gas processing, food processing, microelectronics, radio, electrical, electronics,
computer engineering, chemical processing, textiles, machinery, mining and met-
allization of plastics, etc. [3]. The EN coating is deposited by an autocatalytic
method and has the ability to deposit in a quite uniform manner on complex
geometries. Besides, EN coating possesses other exclusive properties which are
listed in Table 5.1.

In an aqueous solution, the alloy of nickel and phosphorus is chemically
deposited onto the substrate without using any kind of external current source. The
aqueous solution of electroless bath includes the metal ions, complexing agents,
reducing agents and stabilizer. To achieve a successful coating deposition, the
operating condition of electroless bath should be maintained by an exact concen-
tration of metal ions, temperature and pH ranges. Moreover, both deposition rate
and microstructural behavior of the coatings are very much depended on the
aforesaid bath conditions [4]. The electrochemical reaction of EN coating is as
follows [1]:
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H2PO�
2 þH2O ! H2PO�

3 þ 2Hþ 2e� ð5:1Þ

Niþ þ þ 2e� ! Ni ð5:2Þ

2Hþ þ 2e� ! H2 ð5:3Þ

H2PO�
2 þ 2Hþ þ e� ! Pþ 2H2O ð5:4Þ

Some amount of hydrogen is produced during catalytic dehydrogenation of
hypophosphite and adsorbed onto the substrate which eventually leads to the
reduction of nickel on the substrate surface [1]. This adsorbed hydrogen reduces
hypophosphite in small amount to water, hydroxyl ion and phosphorous. The
atomic hydrogen mechanism is as follows [1]:

H2PO�
2 þH2O ! H2PO�

3 þHþ þ 2Hads ð5:5Þ

2Hads þNiþ þ ! Niþ 2Hþ ð5:6Þ

H2PO2 þHads ! H2OþOH� þ P ð5:7Þ

H2PO2ð Þ2� þH2O ! Hþ þ HPO3ð Þ2� þH2 ð5:8Þ

Properties of EN coatings are greatly influenced by its bath composition and
with appropriate heat treatment, the same enhances further to a great extent.
Generally, both microstructure and crystallization performance of EN coatings are
dependent on its phosphorus content. It has been reviewed that low phosphorus
content (<3wt% P) coating generally exhibits both microcrystalline and crystalline
structure in as-deposited condition. But coating structure with high phosphorus
content (>9wt% P) exhibited either amorphous or a compound of both amorphous
and microcrystalline [5, 6]. According to Yoon et al. [7], in high P content EN
coating, as the phosphorus dissociation is very high, which dominates the FCC

Table 5.1 Distinct characteristics of EN coatings [1]

Properties Benefits

High hardness Low wear characteristics

Deposit uniformity Eliminates post plate finish

Good chemical resistance Acts as protective coating

Excellent corrosion resistant Good coating durability

Low friction co-deposits available Self-lubricating coating

Fast plating rate High production output

Solderability/weldability/brazeability Functional in many applications

Non-magnetic/magnetic Magnetic property selectivity

Good brightness Attractive finish
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(face centered cubic) nickel nucleation and ultimately leads to an amorphous
structure in as-deposited EN coating. A sharp reflection of nano-crystalline Ni
(111) along with a board amorphous peak is seen in as-deposited condition, as
reported by Liu et al. [8] and with appropriate heat treatment, this amorphous nickel
is turned into crystalline nickel and its phosphides. In continuation, this nickel
phase dominates the entire crystallization process from start to end and again the
volume of nickel phosphides (Ni3P) is also determined by nickel. Moreover, these
nickel peaks are estimated by the phosphorus content at the time of deposition.
However, properties (viz. higher hardness, wear resistance, smoothness) of EN
coating can be further enhanced by heat treatment. Generally, in EN coating,
amorphous phases turn into crystalline phases by precipitation of harder nickel
phosphide phases (mainly Ni3P) and strong orientation toward Nickel (111) phase
is observed. In some studies, the phase transformation of EN coating mainly occurs
beyond the heat treatment temperature of 300 °C. Moreover, a few researchers have
also mentioned about some intermediate phases (i.e., Ni5P2 and Ni12P5) before
obtaining the most stable Ni3P phases [9–11]. Hardness of coating is found to
follow an increasing trend with heating temperature, but beyond 400 °C, hardness
falls, as mentioned by Hou et al. [12]. They also attributed the highest hardness
value, i.e., above 1000 HV at 400 °C to the synergistic effect of both precipitations
of harder Ni3P phase and smaller grain size (<5 nm). However, hardness of the EN
coating is reduced beyond heat treatment temperature of 500 °C. Increase of
hardness ultimately influences the wear resistance properties of EN coating [4].
Instead of high melting point of nickel (1455 °C), a few researchers have reported
about oxide formation over the coating morphology at higher heat treatment tem-
perature and coatings begins to degrade due to same [13]. However, heat-treated at
400 °C for 1 h specimen shows a better tribological performance than 260 °C for
25 h heat-treated sample [6]. But the other research group [4] has reported that the
EN coating exhibited more effectiveness when heat-treated at 400 °C but no such
attribution on friction coefficient is mentioned.

Usefulness of EN coating is widely accepted, especially regarding its mechanical
and tribological aspects. Besides, the incorporation of third element (i.e., copper,
cobalt, tungsten) into binary Ni-P coating can further improve its properties.
According to Balaraju and Rajam [14], incorporation of tungsten in EN coating
enhances its thermal stability along with its wear, corrosion and electrical resis-
tances. Co-deposition of tungsten into EN coating improves the atomic binding
force against regional plastic deformation which leads to higher hardness but the
lattice disorder on crystalline phase decreases with increasing tungsten content in
EN deposit. Increment in tungsten percentage of coating may also be directing to
the reduction of phosphorus percentage and hence leading to a crystalline structure
in as-deposited Ni-W-P coating. Also the addition of tungsten enhances the crys-
tallization temperature that indicates more thermal stability compared to binary EN
coatings [15, 16].

Tungsten is chosen as surface protection material by many of the researchers
because of its higher wear resistance and corrosion resistance properties. Moreover,
nickel-tungsten electrodeposition not only yields a proper replacement of hard
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chromium coating but also protects against environmental hazards [17]. Now,
tungsten being a refractory metal cannot itself be deposited onto the substrate from
an aqueous solution. Thus, tungsten is deposited onto a substrate in combination
with iron group metal [18]. However, according to Hu et al. [19], electroless
Ni-W-P coating is well developed on Al alloy matrix and a clear image of inter-
metallic Ni–Al compound appears on crosscut after heat treatment. As-deposited
Ni-W-P coatings exhibit an amorphous or nano-crystalline structure and turns into
crystalline by precipitation of stable Ni3P and solid solution of Ni-W matrix during
heat treatment, which leads to increase in the hardness of the coating [14].
Compared to the nodular structure of Ni-P coatings, Ni-W-P exhibits a more flat
surface [20]. Wear behavior of EN coating can be significantly enhanced by
addition of hard particles as studied by Tsai et al. [21]. The abrasive wear mech-
anism is prevalent for both dry and lubricated test condition of Ni-W-P coatings
during tribological performance and the latter yields better wear resistance [22]. At
higher heat treatment temperature, the oxide layer is formed on the coating as
reported by Eraslan and Ürgen [23].

From the literature review, it can be seen that the investigation of the result of heat
treatment temperature on tribological characteristics of Ni-W-P coatings has almost
remained unaddressed. Hence, the current study ismotivated in this direction.Ni-W-P
coating is prepared in the laboratory by electroless method. Then those newly
developed samples are heat-treated which is followed by micro-hardness and tribo-
logical tests (friction and wear). Therefore, the effect of heat treatment temperature on
Ni-W-P coating performance is investigated. Moreover, X-ray diffraction analyzer
(XRD) for phase structure, scanning electron microscope (SEM) for coating surface
and energy-dispersive X-ray analysis (EDX) for elemental analysis are utilized for the
present Ni-W-P coating. Finally, the wear mechanisms of worn specimens of current
coatings are studied by SEM micrographs.

5.2 Methods

5.2.1 Development of Ni-W-P Coating

Both square and pin-shaped mild steel (AISI1040) substrates are used for electro-
less Ni-W-P deposition with dimension of 15 � 15 � 2 mm3 and Ø6 � 30 mm,
respectively. Square and pin samples are considered for microstructural and tri-
bological characterization, respectively. All specimens are produced with high
precision and grinded to a smooth surface finish to achieve N5 (Ra = 0.4 µm)
roughness grade. Specimens are subjected to acid pickling (35% hydrochloric acid)
for 60 s to get rid of the foreign matter and organic particles from the same. After
that they are washed in deionized water followed by methanol cleaning and dried in
air. Prior to deposition, all cleaned specimens are dipped in palladium chloride
(PdCl2) solution at temperature of 55 °C for 8–10 s and finally dipped into the
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electroless solution for a period of 3 h. Several trials are conducted to get proper
bath composition [18]. Coating deposition rate is found to be around 10–12 µm/h.
Coating deposition setup of Ni-W-P is shown in Fig. 5.1. Bath composition and
deposition conditions for electroless Ni-W-P coatings are presented in Table 5.2.
The deposition conditions are kept constant for all specimens so that the thickness
of each specimen stays nearly the same. After the coating deposition is over,
specimens are taken out from the solution and thoroughly washed by the deionized
water followed by acetone cleaning.

5.2.2 Heat Treatment of Electroless Ni-W-P Coatings

Heat treatment temperature and also heat treatment period has great influence upon
both phase transformation and microstructural behavior of EN coating [4]. Here,
only the effect of heat treatment on Ni-W-P coating is evaluated. The coated
specimens (both square and pin) are heat-treated in box furnace (Make SUNBIM,

Fig. 5.1 Electroless Ni-W-P
deposition setup
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India and Temperature Range 0–1050 °C) at the temperatures 200, 400 and 800 °C
for constant time duration of 1 h. After heat treatment, specimens are removed from
the furnace and cooled under ambient condition.

5.2.3 Coating Characterization

Coating characterization is introduced into the study of microstructure and its
elemental composition of the developed Ni-W-P coatings. Moreover, phase trans-
formation of coating can be understood with the help of phase structure analysis.
Microstructural studies of the coated samples are conducted using SEM and EDX
(make FEI, FEG Quanta 250) to look into the morphology and find the actual
composition of the present coating, respectively. Generally, in SEM electrons in a
higher energy state hits the substrate that produces different signals at the sample
surface. Information about the sample (viz. surface morphology, chemical com-
position, and crystalline structure and orientation of materials making up the
sample) is obtained from these signals which are generated due to electron-sample
interactions. The microstructure of the present coatings is analyzed by using SEM
on the both as-deposited and heat-treated specimens.

EDX is a technique employed to define the elemental composition of materials.
EDX systems are attached to electron microscopy instruments, where the imaging
capability of the microscope identifies the specimen of interest. The data produced
by EDX analysis consist of spectra showing peaks corresponding to the elements
making up the true composition of the sample being analyzed. The surface mor-
phology of worn-out specimens is also studied by SEM to find the predominating
wear mechanism existing both in case of as-deposited and heat-treated coating
under dry condition.

Different phases of both as-deposited and heat-treated samples are identified by
using XRD analysis (make Rigaku, Ultima). Basically, XRD is a non-destructive
technique to determine crystalline phases and orientation of crystal structure.

Table 5.2 Bath composition
and operating conditions of
electroless Ni-W-P coating

Bath compositions/Operating conditions Values

Nickel sulfate 20 g/L

Sodium hypophosphite 20 g/L

Sodium citrate 35 g/L

Ammonium sulfate 30 g/L

Lactic acid 5 g/L

Sodium tungstate 20 g/L

pH 7–8

Temperature 85 ± 2 °C

Duration of coating 3 h

Bath volume 250 mL
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This technique is based on diffraction which is the elastic scattering (change of
direction) of the electromagnetic waves without any energy loss. The use of
diffraction method is of great importance in the analysis of crystalline solids. Not
only can they reveal the main features of the structure, i.e., the lattice parameter and
type of structure, but also other details such as the arrangement of different kinds of
atoms in crystals, the presence of imperfections, the orientation, sub-grain and grain
size, the size and density of precipitates. In the present study, XRD analysis is
carried out for 2h values ranging from 30° to 90° and a scanning speed of 1°/min
(based on literature) [6].

5.2.4 Micro-Hardness Study

Hardness is the property of a material that enables to resist the penetration,
scratching, abrasion or cutting. The hardness of material is measured with the help
of a specific device that usually measures the indentation depth made by an indenter
(made of hard material like diamond) of a definite shape, with definite amount of
load and for a certain time duration. If the microstructure of the material is coarse
and heterogeneous then lager indentation depth is required than homogeneous
material. On the basis of applied compressive load, the indentation of hardness can
be serially termed as macro (and micro)-indentation or nano-indentation [24].
According to Biswas et al. [4], wear resistance of EN coating (specifically Ni-(high)
P) is found to possess a good correlation with the hardness of the same. Hence, for
the present study, Vicker’s micro-hardness tester (make VMHTMOT, Technische
Mikroskopie) is used to measure the hardness of both as-deposited and heat-treated
Ni-W-P coating. A pyramid shaped square base indentation is left by a diamond
indenter with an apex angle of 136° (see Fig. 5.2). The equation of Vicker’s
hardness is as follows [24]:

HV ¼ 1854:4
F

d2
ð5:9Þ

where ‘F’ is the applied force (in gf) and ‘d’ is the mean of the diagonal lengths.
The present coating being thin, lower value of applied load (100 gf) is considered
such that indenter may not penetrate the coating and substrate hardness does not
influence the hardness calculation. Dwell time and indentation speed are taken as
15 s and 25 µm/s, respectively. Average of ten hardness measurements for a par-
ticular sample is reported.
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5.2.5 Tribological Study

As-deposited and heat-treated pin specimens are analyzed on pin-on-disk type
tribo-tester setup (TR-20LE-CHM-400, Ducom, India) (see Fig. 5.3) to study the
tribological behavior (friction coefficient and wear) of the present coating under dry
condition and at ambient temperature (32 °C) with a relative humidity of 45%. The
developed Ni-W-P coated specimens are held firmly against a rotating EN31
(hardness *62HRc) counter face disk. The diameter and width of the counterface
disk are 165 and 8 mm, respectively. Normal load is applied with 1:1 ratio of
loading lever by placing dead weights on a loading pan which is attached to the
lever. The frictional force and wear depth are measured by LVDT and load cell with
accuracies of 0.1 ± 2% and 1 ± 1%, respectively, of measured value. The wear
depth and frictional force are directly recoded on a computer in real time during the
tests [24]. Each test is performed for 600 s based on present coating thickness with
a fixed track diameter of 60 mm and speed of 50 RPM. Moreover, the sliding speed
(157 mm/s) and sliding distance (94,200 mm) are kept constant during test [4]. As
the counterface is made of hardened steel (EN31), it is assumed that only wear of
coatings takes place. However, wear is calculated in terms of wear rate by using the
following equation [4]:

Fig. 5.2 Principle of Vicker’s hardness measurement
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K ¼ V
S� F

ð5:10Þ

where, V, S and F are wear volume (mm3), sliding distance (m) and normal load
(N), respectively. For the present study, density of electroless Ni-W-P coating is
taken around 8.6 gm/cm3 as calculated from the percentage composition of the
individual elements obtained from EDX results.

5.3 Result and Discussion

5.3.1 SEM and EDX Analysis of as-Deposited Ni-W-P
Coating

To understand whether the coating is developed properly, microstructural analysis
of deposition is useful. However, SEM micrograph and EDX plot of the coatings
are presented in Fig. 5.4. From the microscopic images, as-deposited coating is
found to be in nodular structure without any pores over the coating morphology
which leads to a higher corrosion resistant [25] and the nodule size is around
30–40 µm (Fig. 5.4a). The nodular structure of the coating indicates about its
self-lubricating nature and ultimately results in lower friction coefficient [6].
A nodular structure of nickel-based alloy coating has been reported by many
researchers [4, 6, 18, 25–28]. This kind of structure is also acts as lubricant pockets

Fig. 5.3 Pin-on-disk type tribo-tester setup
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[29]. In comparison with some EN coatings [4], morphology of present coating is
found to be more compact. Hence, inclusion of tungsten may be lucrative for
enhancing corrosion resistance of binary EN coating [29]. A few bright particles are
scattered over the coating surface due to excess growth of nickel [20].

It is an established fact that phosphorous percentage in the coating decides
whether the structure of the corresponding EN coating would be amorphous or
crystalline. A research group has reported about the presence of both amorphous
and nano-crystalline structure in as-deposited Ni-W-P coating. They attributed this
to the presence of tungsten (around 4 wt%) [27]. However, in the present case,
tungsten is detected around 5.22% by weight, whereas nickel and phosphorus are
obtained as 83.10 weight % and 11.68 weight %, respectively, (Fig. 5.4b).
Therefore, it is believed that the present coating would be amorphous in nature as
phosphorus content [1, 27] is in the higher range (>10 wt% P). Moreover, coating
appears homogeneous throughout without any apparent damage.

5.3.2 Phase Structure Study

To get an idea about the phase structure of electroless Ni-W-P coating, XRD
analysis of the coating is conducted for both as-deposited and heat-treated samples.
XRD analysis of as-deposited Ni-W-P coating is also carried out at various heat
treatment temperatures. From XRD plot (Fig. 5.5), the broad peak of as-deposited
Ni-W-P coating is clearly an evidence of amorphous structure [26]. According to
Duari et al. [24], a broad peak is generally found due to chaos in atomic
arrangement in structure. Now, the dissociation rate of nickel and phosphorus atoms
in coating determines its crystallinity [30]. As nickel diffusion rate is lower than

Fig. 5.4 a SEM micrograph and b EDX plot of as-deposited Ni-W-P coating
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phosphorus atom, higher amount of phosphorus is required to segregate the nickel
as reported by Palaniappa and Seshadri [30]. This is why the coating with higher
phosphorus concentration exhibits amorphous structure [24].

However, XRD plot of 200 °C for 1 h heat-treated specimen displays the same
broad peak as obtained from as-deposited coating (see Fig. 5.5). This signifies that
no such transformation occurs at that temperature, and hence, the coating still
retains its amorphous structure. This behavior is also quite similar to EN coatings
[6]. But, in case of 400 °C for 1 h heat-treated specimen, sharp peak of nickel and
nickel phosphide are observed in XRD plot. The presence of those sharp peaks in
XRD plot indicates that amorphous phase turns into crystalline. Differential scan-
ning calorimetry (DSC) analysis may reveal the actual crystallization temperature of
the present electroless Ni-W-P coating.

The coating appears crystalline based on the presence of sharp nickel (111) peak
and a few small peaks of Ni3P (321), (301), (420), etc. at 400 °C plot (Fig. 5.5).
These peaks are formed by the precipitation of nickel and its phosphides into the
coating without any intermediate phosphide phases [27]. In ternary deposits, the
amount of tungsten appears as a form of solid solution and the solubility limit of
tungsten in nickel is around 39 wt% [31]. A peak of tungsten nitride oxide is seen in
400 °C XRD plot, which reveals the occurrence of oxide layer on the coating

Fig. 5.5 XRD patterns of Ni-W-P coating in its as-deposited and heat-treated condition
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surface. However, from the 800 °C XRD plot, the nickel (111) plane is found more
sharper with higher intensity than the nickel peak of 400 °C XRD plot, which may
indicate a strong preferred orientation in that direction (Fig. 5.5). The reduction of
phosphorus content in coating may be the reason behind this higher nickel peak, as
mentioned by other researchers [24]. Similar observation has also been made by
Balaraju et al. [32], due to increment of tungsten content (or decrement in P
content) in coating which results in sharper nickel peaks. Moreover, increased
intensity of nickel phosphide (Ni3P) peak is also observed from Fig. 5.5.

From 800 °CXRD plot (Fig. 5.5), Bunsenite (NiO) peak is detected, which reveal
the presence of oxides on the coating surface [13, 23]. As the heat treatment ofNi-W-P
coatings is conducted in box furnace and allowed to cool in open air, this could be a
probable reason of the formation of oxide layer into the coating morphology. But it is
quite important to note that no metastable phases are seen for heat-treated Ni-P-W
coatings; only major peaks of Ni andNi3P peaks are observed [30, 33, 34]. But in case
of heat-treated EN coating, a few metastable phases of nickel are found prior to
formation of stable Ni3P phase [6]. It is worth noting that though the peak intensities
are increased due to rising of heat treatment temperature but the position of Ni
(111) and other phosphide peaks (Ni3P) remain same. Similar observation is also
reported by Koiwa et al. [35]. Besides, rising heat treatment temperature may not
always result in the precipitation of more nickel phosphide phase.

5.3.3 Surface Morphology of Heat-Treated Ni-W-P Coating

SEM micrograph of electroless Ni-W-P coating heat-treated at different temperature
for constant period of time (i.e.,1 h) are illustrated in Fig. 5.6. From the SEM
images, it is seen that these heat-treated Ni-W-P coatings appear to be quite denser
and nodular in structure and also maintain its homogenity throughout the coating
surface. The heat-treated surface of present coating is found to be apparently defect
free and without any porosity up to 200 °C heat treatment temperature. A few pores
(marked by arrow) are noticed on further heating but it is believed that their sizes
are too tiny to be able to penetrate up to the substrate surface. With heat treatment,
coatings seem to undergo volume contraction [36]. The typical cauliflower-like
structure is seen to be retained even after heat treatment [29]. This type of structure
has also been reported by Mukhopadhyay et al. [25]. But interestingly, the coatings
gradually turned into flat morphology with increasing heat treatment temperature.
Nodular morphology can be perceived up to 400 °C heat treatment temperature (see
Fig. 5.6a, c) beyond which it turns into flat morphology. Similar observation is also
made by other research group for EN coating with high phosphorus content [6].
However, increase of nodule size may be attributed to grain coarsening phe-
nomenon. Krishnaveni et al. [37] have observed the reduction of several hardening
sites due to higher heat treatment temperature.

Moreover, these nodular structures obtained from SEM (Fig. 5.6) appear as
columnar ridges [21]. This columnar growth in nickel-based alloy coating directs to
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Fig. 5.6 SEM micrograph and EDX spectra of heat-treated (1 h) Ni-W-P coating: a, b 200 °C.
c, d 400 °C and e, f 800 °C
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the reduction of original contact area leading to wear resistant property of the
coating [29]. From Fig. 5.6e, a few blackish spots are seen in coatings heat-treated
at 800 °C. This could be due to the formation of oxide scale on the coating surface
[23]. From Fig. 5.6a, i.e., for 200 °C heat-treated specimen, there is no such dis-
similarity in the appearance with as-deposited coating, but the formation of oxide
layer is present as found in EDX result (Fig. 5.6b). However, there is no evidence
of oxide phase in XRD analysis (Fig. 5.5) for the sample. A Glow Discharge
Optical Emission Spectroscopy (GDOES) of the crosscut specimen may unfold the
definite reason behind this observation.

However, it is quite clear from the EDX spectra (Fig. 5.6d, f) that with
increasing heat treatment temperature, large amount of oxygen incorporation is
observed in the coating [6]. The presence of higher oxidation may be due to some
other mechanism of inter layer diffusion. According to Tomlinson et al. [13],
oxygen enters into the coating through micro cracks by intermetallic diffusion
which may result in the formation of oxide layer of the coating, which is apparent
for the present case. From Fig. 5.6f, it is also observed that phosphorous content of
the coating drastically decreases with raising the heat treatment temperature. Similar
observation is also reported by other researchers [6, 38]. Massive incorporation of
oxygen at elevated temperature may also result in obvious decrement of nickel and
phosphorus weight percentage in the coating. According to Biswas et al. [6], in
electroless Ni-(High) P coating, formation of oxide starts beyond 600 °C heat
treatment temperature and the aberration of phosphides and exhalation of phos-
phorus occur above 800 °C.

5.3.4 Micro-Hardness Behavior

It is an established fact that the increase in hardness of nickel-based alloy coating is
always dependent on appropriate heat treatment. Hardness of heat-treated EN
coating is mainly the function of precipitation of harder phase into nickel matrix
and strengthening mechanism of solid solution due to heat treatment. According to
Biswas et al. [6], the elemental diffusion of phosphorus and nickel in solid solution
produced higher strength in EN coating. Generally, with increase in the heat
treatment temperature, hardness of the coating is increased by precipitation of
harder nickel phosphides and solid solution strengthening mechanism [4, 14].

Hardness plot of Ni-W-P coating is seen in Fig. 5.7a. In case of as-deposited
Ni-W-P coating, hardness is obtained in the range 600–620 HV0.1 at room tem-
perature. But in case of Ni-(High) P coating, hardness of as-deposited is achieved in
the range 582–600 HV0.1 (Fig. 5.7b). Therefore, the inclusion of W definitely
improves the as-deposited hardness of Ni-W-P coatings.

At 200 and 400 °C for 1 h post heat-treated specimens, hardness is drastically
changed from 693 HV0.1 to 1113 HV0.1. Similar hardness results are also obtained
by Balaraju and Rajam [14]. By comparing with Ni-(High) P, hardness value is
almost same when heat-treated at 200 and 400 °C. This highest value of hardness
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achieved may be due to the synergistic effect of strong orientation toward nickel
(111), precipitation of Ni3P phases and the solid solution strengthening mechanism
of Ni-W matrix. All these contribute to the enhancement in the wear resistance
properties of coating [26]. Moreover, this precipitated harder stable phase may
obstruct any dislocation within the crystal lattice [4]. Generally, the crystalline
structure of coating exhibits a higher strength as the dislocation within the material
structure may be obstructed before it reaches the grain boundary. In continuity, if
the grain size is reduced, means exaggeration of grain boundaries which ultimately
results in higher hardness of coating [6].

But at higher heat treatment temperature (800 °C), hardness is obtained as 777
HV0.1 and 731 HV0.1 for Ni-W-P and Ni-(high) P coating, respectively, (Fig. 5.7).
This lower value of hardness may be attributed to the grain coarsening and inter-
metallic formation of iron oxide into the coating [13, 23]. By increasing grain size,
the chance of obstruction by grain boundary lessens which may show up as lower
hardness of the coating [4]. The hardness value does not increase significantly after
heat treating at higher temperatures. This signifies the thermal stability of the
coatings. However, the increase in micro-hardness of Ni-W-P coating is mainly
attributed to the precipitation of crystalline Ni and its hard phosphide phases [29].

However, the micro-hardness feature is very much dependent upon
microstructural characteristics of material and heat treatment temperature and
heating period as well. Moreover, crystallization behavior of EN deposit is
dependent on phosphorus content in the coating. If grain size is raised, then grain
boundary area is also decreased. Therefore, the barrier to the motion of dislocation
could be dominated during plastic deformation which directs toward lower hardness
value of the coating [4].

Fig. 5.7 Hardness plot of electroless a Ni-W-P coating and b Ni-(High) P coating
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5.3.5 Tribological Study

5.3.5.1 Observation on Friction Behavior

Effect of heat treatment on friction behavior of nickel-based alloy coating is vivid.
The average friction coefficient of electroless Ni-W-P coating after a sliding
duration of 600 s at ambient condition can be seen in Fig. 5.8a. At room condition,
the COF of as-deposited Ni-W-P coating is around 0.18 (see Fig. 5.8a) and with
heat treatment at 200 °C it further decreases by almost 3 times. The decrement in
COF value may be attributed to the enhancement of hardness of the present coating
during heat treatment at 200 and 400 °C [4]. Again this decrement of COF of
Ni-W-P coating with heat treatment may be due to the formation of brittle tungsten
oxide on coated surface [29].

Due to heat treatment, the coating morphology is about to turn into crystalline
structure (i.e., for 200 °C) or fully converted into crystalline structure (i.e., for
400 °C) and along with the nodular boundaries as seen from the XRD and SEM
images (see Figs. 5.5 and 5.6). These nodular boundaries acted as diffusion chan-
nels for tungsten and through which the tungsten is able to move into the surface of
the coating and form oxides [29]. Hence, the heat-treated coatings, having increased
grain boundaries, display higher COF. The friction results of Ni-(High) P coatings
[6] at different heat-treated condition are also provided in Fig. 5.8b for comparison
purpose. For Ni-(High) P as-deposited condition, COF is obtained around 0.43
which is significantly higher than the current Ni-W-P coatings. COF of Ni-(High) P
coating is greatly reduced when heat-treated at 200 °C for 1 h. The overall trend of
the friction behavior of both the coatings seems to be similar. Oxide formation at
high temperature is also observed in case of Ni-(High) P coating [6]. However, in
terms of high-temperature performance, Ni-W-P coating exhibits more consistent

Fig. 5.8 COF plot for electroless a Ni-W-P coating and b Ni-(High) P coating
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friction behavior compared to Ni-(High) P coating. At 800 °C, the COF value of
both the coatings is very nearby which may be due to the oxide layer formed at the
interface whose properties are nearly similar for both the coatings. The oxides
which are formed may have poor adhesion strength to the interlayer of the coating
are relatively easy to shear.

Generally, plastic deformation of harder material is low. Thus, a chance of
increased contact area between the coating and the counter face is significantly less
[4]. There are so many factors including coating microstructure, grain size, surface
roughness, etc. which may influence the friction performance of coating.
Comparing between electroless ternary (Ni-W-P) and binary (Ni-(high) P) coating,
former shows lower friction coefficient than latter. Thus, incorporation of tungsten
in binary EN coating is found to be beneficial in terms of friction reduction.
Moreover, from the present study, it is observed that friction coefficient of coating is
reduced for a particular heat treatment temperature.

Figure 5.9 shows the COF trendwith testing time for both the coatings. The testing
period is kept lower due to low coating thickness as previously discussed. Comparing
both Fig. 5.9a, b, it can be said that the coatings display more or less consistent COF
value over the entire test duration. Themost stable COF plot is obtained for Ni-(High)
P coatings heat-treated at 200 °C (Fig. 5.9b). However, the value of COF is found to
be highly undulating w. r. t. sliding duration particularly for 800 °C heat-treated
sample which may again be attributed to the formation and breakage of intermediate
oxide layers as well as changes in the microstructural mechanisms during sliding [25,
29]. However, further exploration is required in this facet.

Fig. 5.9 COF versus sliding duration plot for electroless a Ni-W-P coating and b Ni-(High) P
coating

5 Hardness, Friction and Wear Trends of Electroless Ni-W-P … 99



www.manaraa.com

5.3.5.2 Observation of Wear Behavior

Wear rate of both electroless Ni-W-P and Ni-(high) P coatings are exhibited in
Fig. 5.10a, b, respectively. For the present case, strong correlation is observed
between hardness and wear resistance. The wear rate of Ni-W-P coating is achieved
around 5.86 mm3/N-m for as-deposited and 0.93 mm3/N-m for heat-treated at
400 °C (reduced by 6 times compared to as-deposited coating) as shown Fig. 5.10a.
For the present study, the coatings exhibit higher wear resistance due to solid
solution strengthening mechanism of Ni-W matrix [25].

According to Biswas et al. [6], as-deposited Ni-(High) P coating displays a wear
rate of around 8.6 mm3/N-m which is somewhat higher compared to Ni-W-P
coatings. Thus, the improvement in the wear resistance of EN coating by intro-
ducing tungsten as the ternary element is directly evident. From Fig. 5.10, it is
evident that wear resistant is achieved maximum when both coatings are
heat-treated at 400 °C for 1 h with Ni-W-P displaying a very low wear rate. Thus,
400 °C heat treatment temperature is again found to very optimum for EN coatings
when hardness and wear resistance is the main concern. Now, the wear rate of
amorphous structure is mainly depended on their hardness. The coatings also
invariably display higher hardness at this particular temperature (see Fig. 5.7). In
fact if Figs. 5.10 and 5.7 are compared, a good correlation between hardness and
wear resistance of EN coatings is observed.

However, hardness is not only the key factor to influence the wear resistance
property of EN coatings. Other factors, such as formation of various phases, oxides,
diffusion mechanisms, grain coarsening, etc. determine a significant influence over
the wear characteristics of the coating [6]. However, heat treatment temperature has
a profound effect on wear behavior of EN coating [39]. Increase of wear resistance
may be accredited to the precipitation of hardened phase into coating, as previously

Fig. 5.10 Wear rate of electroless a Ni-W-P coating and b Ni-(High) P coating
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discussed. At 800 °C, wear rate of electroless Ni-W-P coating is found to be around
1.54 mm3/N-m, which is higher than 400 °C. This higher wear rate is caused by the
presence of higher amount of oxide layer over the coating morphology which is
evident from XRD result (Fig. 5.5). Similar observation is also made by other
research group [6]. They reported that at higher heat treatment temperature wear
resistant properties may degrade due to the presence of higher amount of oxide
layer over the coating morphology [6]. However, more interpretation on this wear
behavior can be obtained by observing SEM images of worn specimens.

5.3.5.3 Wear Mechanism

SEM micrographs of worn surfaces are presented in Fig. 5.11 by which the wear
mechanism can be predicted. By observing the fine longitudinal grooves along with
the sliding direction (marked by arrow), it can be concluded that abrasive wear one
of the wear mechanisms encountered for Ni-W-P coatings. These fine grooves may
have appeared due to synergistic effect of both the micro-cutting and micro-plowing
effect of the hardened counterface (i.e., EN 31), as observed by others. [6]. Apart
from these fine grooves, a few irregular pits, micro-cracks and prows as well as
patch delamination are seen (marked by ellipse) which are characteristic features for
adhesive wear mechanism [40]. According to Biswas et al. [6], adhesive wear
mechanism occurred due to the experimental conditions that induce a substantial
attractive force between the coatings, and thus, the counterface surface is leading to
a high mutual solubility of nickel and iron. This is also substantiated in the present
case as iron is detected in EDX plot (Fig. 5.12) of the coating post wear test. This
iron must have definitely come from the steel counterface, and hence, it is con-
firmed that adhesive wear also occurs in case of Ni-W-P coatings. Hence, the wear
mechanism for the present coatings is governed by both abrasive and adhesive
phenomena. Moreover, from worn surface morphology, it is also observed that the
wear debris plays an important role in influencing the tribological behavior of the
coatings. This debris is consisted of fine particles and several coarse ones [29].
The wear debris generated from the coating gets trapped at the contact interface and
gets strain hardened. Now, when the two surfaces slide on each other, the debris
affects the friction and wear by modifying the contact interface.

Hence, it can be concluded that the present Ni-W-P coating shows a mixed
mechanism of both the wear mechanisms (abrasive and adhesive). Figure 5.11d
exhibits delamination of some portion of the coating after wear test (marked by
rectangle). This may be caused by the loss of adhesion between the top layer (mostly
containing oxides) and the coating under layer [6, 41, 42]. Besides, the delamination
effect upon coated surface may be seen due to severe oxidation and high wear rate of
the present coatings during heat treatment at high temperature [29].
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5.4 Conclusions

Wear performance of present electroless Ni-W-P coating is investigated under
different heat treatment temperature (200, 400 and 800 °C for 1 h). However, the
hardness of coating increases with rising heat treatment temperature except for
800 °C. Maximum hardness is obtained around 1113 HV0.1, while coating is
heat-treated at 400 °C for 1 h. Increase of hardness is due to precipitation of hard
phosphide and Ni-W phases into the coating and decrease of hardness may because
of grain coarsening effect. Moreover, the wear resistance is seen to have correlation
with hardness of coating, and it is increased by 5 times when heat-treated at 400 °C.
Besides, the present Ni-W-P coating also displays a low and stable COF value with
corresponding lower (i.e., for 200 and 400 °C) heat treatment temperature. Both
as-deposited and heat-treated of Ni-W-P coatings exhibit a nodular in structure.
As-deposited Ni-W-P coatings are found to possess both amorphous and
nano-crystalline structure and gradually turn into crystalline by suitable heat

Fig. 5.11 SEM micrographs of worn surface a as-deposited, b 200 °C, c 400 °C and d 800 °C for
1 h

102 A. Biswas et al.



www.manaraa.com

treatment. The formation of oxide layer is also revealed by XRD, while heat-treated
at high temperature (800 °C). The wear mechanism of present coating is governed
by both abrasive and adhesive phenomena under dry sliding condition. It is finally
concluded that incorporation of tungsten improves the tribological properties of
Ni-P coatings even when subjected to high temperature heat treatment.
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Chapter 6
Transition Reference Temperature
for 20MnMoNi55 RPV Steel at Different
Loading Rates

Swagatam Paul, Sanjib Kumar Acharyya, Prasanta Sahoo
and Jayanta Chattopadhyay

Nomenclature

a Length of crack (mm)
a0 Initial notch length (mm)
b0 Length of uncracked ligament (mm)
B0 Thickness of specimen (mm)
E Young’s modulus (GPa)
K Stress intensity factor (MPa√m)
KJC Plain strain fracture toughness (MPa√m)
T Test temperature (°C)
Pf Probability of failure
W Width of specimen (mm)
YS Yield strength (MPa)
UTS Ultimate tensile strength (MPa)
N Poisson’s ratio
rys Yield stress (MPa)

6.1 Introduction

In nuclear power plant, a nuclear reactor produces energy from splitting of atoms by
fission reactions. This energy is used as a heat to produce steam which is further
used in steam turbine to generate electricity. 16% of the world’s electricity is
produced from nuclear energy. In the time of fission reaction, high neutron irra-
diation takes place at the core of reactor. Components in or near to core are exposed
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to fluxes of neutrons with energies ranging from several MeV to 0.025 eV and
10 keV. This high-energy neutron irradiation can degrade the materials of critical
components. Material loses its ductility and becomes brittle. The degree of
embrittlement increases with neutron fluency (neutron flux x time), and thus, the
service life of the components become shorter rapidly and high maintenance is
required. For the maintenance and design of nuclear power plant components, it is
necessary to study the embrittlement nature of reactor pressure vessel (RPV) steel.
RPV steels are used generally to make critical components like shells, nozzles,
flanges, studs, turbine blades. The choice of RPV materials is also a critical con-
cern. The material should have sufficient ductility with high fracture toughness in
adverse conditions like high temperature, high corrosive environment. To charac-
terize the embrittlement phenomenon of RPV steel, several experiments are needed
on the degraded material. But in general laboratory, it is very risky to handle
neutron-irradiated materials because of severe health hazards. So, it was a big
challenge to scientists and engineers for maintaining the structural integrity of
nuclear power plant.

At the time of World War II, Liberty ships were built with welding in spite of
traditional riveting techniques because of high demands of cargo ships. Some of
them were deployed to Atlantic Ocean. Some Liberty ships experienced structural
damages when cracks initiated, and within no time of maintenance, they broke into
two pieces catastrophically without any traceable prominent reasons. Scientists
suspected that the temperature of North Atlantic Ocean might be playing some
dominant roles on this failure of Liberty ships. The temperature of North Atlantic
Ocean was far below of fridging temperature those days. The ships were built by
steels which were experiencing ductile-to-brittle transition upon cooling through a
critical range of temperature. Steel losses its ductility at decreasing of temperature
and fails with cleavage failure. This type of phenomenon is quite similar to
neutron-irradiated embrittlement. And in general, laboratory temperature control-
ling is easy and hazard-free compared to handling radiated materials.

In early days, Charpy v-notch (CVN) tests were done to capture the tendency of
material behaviour with the changing temperature [1]. CVN energy was plotted with
temperature scale to find out the temperature at which ductile-to-brittle transition
took place. This curve is shown in Fig. 6.1. It looks like an S-type curve where
above a certain temperature (T1) CVN energy is constant and the failure is ductile in
nature. This region is called upper self-energy region. Similarly at a low-temperature
zone below a certain point (T5), the CVN energy is constant and failure is completely
cleavage fracture. This point is known as nil ductility temperature (NDT). Primarily,
NDT was considered as the measure of critical transition temperature [2]. Later,
another reference temperature was introduced named RTNDT at which the CVN
energy was 41 J [3]. The shift of RTNDT is the measure of loss of ductility.
According to ASME code, KIC defines that static crack initiation and KID/KIA/KIR

are for dynamic crack arrest based upon an approach that utilizes a material indexing
parameter [4]. The determination of KIC is adjusted by finding RTNDT of CVN
curves of irradiated material. These KIC and KID are lower bound of CVN curves.
The main drawback of CVN approach is it requires large number of experiments

108 S. Paul et al.



www.manaraa.com

which is very costly and time-consuming. CVN energy gives only lower bound of
fracture toughness curves. And in between ductile-to-brittle zone, the CVN energy is
scatter and probabilistic in nature. Most importantly, CVN approach cannot address
this statistical scatter of fracture toughness values in ductile-to-brittle transition
region. To overcome this problem, Wallin [5, 6] proposed a methodology based on
three-parameter Weibull statistical distribution which can capture the scatter of
ductile-to-brittle transition zone. This methodology is called master curve method-
ology which can be characterized by a single parameter named reference temperature
(T0). T0 signifies the position of the master curve on temperature scale. T0 is defined
as the temperature at which the median fracture toughness for 1T-CT fracture
toughness specimen equals 100 MPa√m [7]. One of a feature of master curve method
is it defines a bounding curve on fracture toughness values. Lower bound of fracture
toughness is 95% degree of confidence of master curve which means 95% of all
fracture toughness values should fall into the tolerance bound. Kim et al. [8] pro-
posed an alternative approach to estimate the reference temperature in master curve
method using Charpy impact test data. The uniqueness of master curve is that it is
applicable for all ferritic steels. For different materials, the only thing which governs
the master curve position is T0 but the shape of master curve is same for all ferritic
steels. As master curve is formed with the J-integral-based cleavage fracture
toughness KJc, materials are considered homogenous at macroscopic level. This is
one of an advantage of master curve that it requires only six valid fracture toughness
data which can be obtained with simple fracture testing. There are some factors
which can influence the T0 and master curve. Geometric factors like crack-to-width
ratio (a/W), thickness have considerable effects over T0. It is found in research [9]
that T0 obtained from shallow flaw (a/W = 0.1) and deep flaw (a/W = 0.5) is

Fig. 6.1 CVN energy versus temperature
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different. A shifting of transition temperature is found due to constraint loss.
Similarly, some researches [10, 11] show that effect of specimen size on cleavage
fracture toughness is not only due to constraint loss but also due to some local stress
distribution near crack tip. Basically, fracture toughness is highly dependent on
triaxiality factors at crack tip.

There is another factor named loading rate which has influencing effects on
fracture toughness and T0. Here loading rate is defined as a change of stress
intensity factors to time (dK/dt). Loading rates can be divided into three different
ranges such as (1) quasi-static, (2) dynamic and (3) impact range. Quasi-static range
is ranging from 0.1 to 2 MPa√m, whereas dynamic range is defined as above
2 MPa√m and impact range is above 105 MPa√m. Effect of loading rate is basically
a combination of three effects such as rate effect on material parameters, effect of
inertia and effect of reflected stress wave. Material parameters like yield strength,
ultimate strength and flow behaviour are highly dependent on strain rate. For some
materials, it is seen that yield and ultimate strength are increased with increasing
strain rate. Some renowned material models are available to characterize the strain
rate effects on viscoplastic behaviour of materials [12–14]. Effect of inertia is also a
key factor which plays crucial role in impact loading rate. Large errors can be found
in calculating the bending stress at specimens if the effect of inertia forces is not
taken into account [15]. International Atomic Energy Agency has conducted series
of coordinated research projects focusing on RPV structural integrity application to
capture size effects and effect of loading rates [16]. Similar projects were going on
in USA and Europe to establish a standard method of dynamic fracture testing and
computational technique. In late 1970, a US-based research group (Electric Power
Research Institute) published a report on testing and analysing of dynamic fracture
toughness from pre-cracked Charpy impact tests [17]. Later, ASTM technical
committee and European Structural Integrity Society’s technical committee sepa-
rately published some standard test and computing procedure of dynamic fracture
toughness from pre-cracked Charpy impact tests. Equivalent energy approach [18],
J-integral approach [19], impact response curve methods [20, 21] are some ana-
lytical approaches to find out dynamic fracture toughness from pre-cracked Charpy
impact tests. Lucon [22] has described all the above methods briefly. In this work,
the effect of loading rate on T0 is studied within dynamic range where effect of
inertia is neglected. The master curve approach was standardized at ASTM
E1921-05 for the quasi-static loading rate. But master curve for dynamic and impact
toughness was developed later. Wallin [23] has done several dynamic and impact
tests on different materials and proposed an empirical relationship between loading
rate and increase of reference temperature. This relationship was later adopted in
ASTM E1921-09a [24]. Wallin proposed the empirical relationship using test data
sets for different materials to describe the effect of loading rate on T0 for a wide
range of loading rates ranging from dynamic to impact. Thus, it is generalized one
with respect to loading rate and materials. In the present work, verification of
Wallin’s prediction for 20MnMoNi55 steel has been explored with the experi-
mental T0 in dynamic loading range (above 2 MPa√m/s) using 1T-CT pre-cracked
fracture testing. Sreenivasan [25] proposed an empirical relation to estimate
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quasi-static T0 from T0 calculated in dynamic range. The relationship is useful when
dynamic T0 is available and quasi-static T0 is required to be estimated without doing
any experiments. The same empirical relation is used here to estimate quasi-static
T0 at different higher loading rates ranging between 4.18 and 417.3 MPa√m/s.

6.2 Material Description

RPV steels are exposed to high neutron irradiation, enormous heat and corrosive
environments. So, the material should have some property to withstand that adverse
condition. Mostly alloying elements are added in such a way that the material can
resist corrosion, thermal shock reasonably without losing its strength and ductile
nature. For example, due to high thermal conductivity and low thermal expansion
low-alloyed Ni-Mo-Mn ferritic steels can resist thermal shock [26]. Some RPV
steels have Cr as an alloying element. Cr is good corrosive-resistant material (e.g.
9Cr-1Mo, 22NiMoCr37). In the present study, 20MnMoNi55 low-carbon reactor
pressure vessel steel is used as a material. Chemical composition of this material is
given in Table 6.1.

6.3 Experimental Details

In the present work, three types of experiments have been carried out: (1) tensile
tests, (2) fatigue pre-cracking and (3) fracture toughness tests. Tensile tests, fatigue
pre-cracking and fracture experiments are conducted according to ASTM E8,
ASTM E647 and ASTM E1820 standards, respectively.

For the tensile testing, a dynamic extensometer is used at different deformation
rates at 20 °C. The tensile test specimen dimensions are shown in Fig. 6.2.
Extensometer is fitted at the parallel portion of specimen which is called specimen
gauge length. Tensile extension of specimen gauge length is calculated from the
strain at extensometer. Tensile extension values are extrapolated from extension of
extensometer. This extrapolation from extension of extensometer to tensile exten-
sion is valid up to ultimate point, before necking starts. Tensile extension is cal-
culated from the extensometer value at 20 °C temperature. But at subzero
temperature, extensometer could not be attached. So, tensile extension at subzero
temperature is calculated from ram extension. The correlation of the difference

Table 6.1 Chemical composition of 20MnMoNi55 RPV steel

Name of element C Si Mn P S Al Ni Mo Cr Nb

Percentage
composition
(in weight)

0.20 0.24 1.38 0.011 0.005 0.068 0.52 0.30 0.06 0.032
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between ram extension and tensile extension with load response at 20 °C temper-
ature is established for respective deformation rate. Ram extension is the sum of
specimen extension (uniform section + non-uniform section shown in Fig. 6.2) and
other machine parts. Extension, calculated from extensometer values (strain �
specimen gauge length), is specimen extension at uniform cross section only. So, to
get the contribution of other parts (extension − strain � Gauge length), verses load
curves are plotted. This plot consists of two separate sections: one is linear section
and another is nonlinear section. Linear section is up to yield point and nonlinear
section is where the material gets plastically deformed. At the linear portion, linear
curve fitting is done. The slope of the fitting curve is a constant. And for the
nonlinear portion, a second-order polynomial curve fitting is done. This polynomial
fit is valid up to ultimate point. Using these fitting curves both linear and nonlinear,
undesired extensions are calculated and subtracted from ram extension. Thus, both
linear and nonlinear fitting parameters are used in subzero temperature for the
respective deformation rates to obtain tensile extension. From tensile testing, true
strain and true stress data are computed and further used as an input of fatigue
pre-cracking and fracture toughness test.

Fatigue pre-cracking is necessary before fracture testing because in fracture
toughness test sharp crack is needed without any prior yielding at crack tip. If the
plastic zone size at the crack tip can satisfy the small-scale yielding condition, the
stress state is uniquely defined as stress intensity factor (K), and the crack growth
rate is characterized by Kmin and Kmax. The functional relationship for crack growth
can be expressed in the following form

da
dN

¼ f ðDK;RÞ

where ΔK = (Kmax − Kmin) and R ¼ Kmax=Kmin
da
dN = crack growth per cycle and A

number of expressions for f have been proposed, most of which are empirical.

Fig. 6.2 Round tensile specimen dimension
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According to ASTM E1820, fracture toughness test is done at −100 °C on
1T-CT specimens. Specimen dimensions are shown in Fig. 6.3. COD gauge is used
to obtain the crack opening displacement. All the tests are performed in INSTRON
8801 UTM machine using liquid nitrogen environment. The experimental set-up is
shown in Fig. 6.4. The test matrices are shown in Tables 6.2 and 6.3.

Fig. 6.3 1T-CT specimen dimension

Fig. 6.4 INSTRON 8801 with cryogenic chamber

Table 6.2 Test matrix for tensile tests

No. of samples 30

Test temp (°C) 20, −60, −80, −100, −120, −140

Deformation rates (mm/min) 1, 20, 50, 100, 150
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6.4 Fracture Toughness Evaluation

The J-integral is determined according to ASTM E1921-09a. J-integral is calculated
from the load versus crack opening displacement (COD) curve. Total J-integral
value can be segregated into two parts as shown in Eq. 6.1:

J ¼ Jel þ Jpl ð6:1Þ

where Jel and Jpl are the elastic and plastic component of the J-integral, respec-
tively. Jel is calculated from Eq. 6.2

Jel ¼ K2 1� m2ð Þ
E

ð6:2Þ

where K is stress intensity factor which is computed from load versus COD curve
by Eq. 6.3

K ¼ P
1

B
ffiffiffiffi
w

p
� �

f
a
W

� �
ð6:3Þ

where f a
W

� �
is an empirical function. For CT specimen,

f
a
W

� �
¼ 2þ a=Wð Þ

1� a=Wð Þ3=2
0:886þ 4:64

a
W

� �
� 13:32
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� �2
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� �3
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The plastic component of J-integral is calculated from Eq. 6.4

Jpl ¼ gApl

Bb0
ð6:4Þ

where b0 is the ligament size, Ap is the plastic part of the energy under the load
versus COD record, and η is 1.9 for CT specimen. The J values are transformed into
plain strain cleavage fracture toughness values, KJC , using Eq. 6.5

KJC ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
J

E
1� m2

� �s
ð6:5Þ

Table 6.3 Test matrix of 1T-CT fracture testing at a=W = 0.5 at −100 °C

No. of samples 35

Loading rate (dK/dt) 0.625, 4.18, 80.25, 215.5, 417.3
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where E is Young’s modulus and m is Poisson’s ratio. The KJC limit is calculated
according to the ASTM E1921-02 [12] standard and is expressed in the form of
Eq. 6.6

KJCðlimitÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Eb0rYS

30 1� m2ð Þ

s
ð6:6Þ

where

E Modulus of elasticity of the material
b0 Initial specimen ligament length
m Poisson’s ratio (equal to 0.33)
rYS Material yield strength at the test temperature.

In addition to size requirement, there is the maximum ductile crack growth
criterion of 0.05 (W − a0) or 1 mm, whichever is smaller. The KJC values above the
validity criteria shall be censored to the validity limit. The following weighting
system from ASTM E1921-02 specifies the required minimum number of valid KJC

data points.

X3
i¼1

rini � 1 ð6:7Þ

Here,

ri Number of valid KJC tests within (T − T0) range
ni Specimen weight factor.

The value of T0 is calculated with all valid and censored values according to the
single- or multi-temperature methods.

6.5 Master Curve Analysis and Determination of T0

Wallin showed that the brittle fracture probability which is defined as Pf for a given
temperature in the transition region can be described by a three-parameter Weibull
model in Eq. 6.8 as

Pf ¼ 1� exp � KJC � Kmin

K0 � Kmin

� �4
" #

ð6:8Þ

where

Pf Probability of fracture
K0 Scale parameter
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Kmin Minimum possible fracture toughness
KJC Fracture toughness value obtained from JC according to Eq. 6.5.

According to Wallin and International Atomic Energy Agency, Kmin should be
assumed to be equal to 20 MPa√m. According to weakest link theory, effect of
specimen thickness is important; larger thickness is needed for the higher tem-
perature to get a valid KIC. Therefore, the fracture toughness values obtained have
been normalized to those of the IT size using Eq. 6.9

KJC 1Tð Þ ¼ Kmin þ KJC � Kmin½ � B0

B1T

� �4

ð6:9Þ

where

Kmin Lower bound fracture toughness (20 MPa√m)
B0 Thickness of the tested specimen (without side grooves)
B Thickness of 1T-CT specimen.

Evaluation of K0 is calculated according to Eq. 6.10 and the fracture toughness
for a median (50%) cumulative probability of fracture, KJC (med), according to
Eq. 6.10 of a data set at the applied test temperature:

K0 ¼
XN
i¼1

KJC ið Þ � Kmin
� �

N

" #1=4
þKmin ð6:10Þ

where

KJC (i) = Individual KJC (1T) value
N = Number of KJC values.
KJC (med) is then calculated with the help of Eq. 6.11.

KJC medð Þ ¼ Kmin þ K0 � Kminð Þ ln 2ð Þ1=4 ð6:11Þ

The KJC (med) value thus determined from Eq. 6.7 for the data set at test
temperature (T) is used to calculate T0 using Eq. 6.12

T0 ¼ T � 1
0:019

� �
ln

KJC medð Þ � 30

70

� �
ð6:12Þ

The upper bound (95%) and lower bound (5%) tolerance levels are then cal-
culated using Eq. 6.13. Any data failing to fall within this tolerance bound are
considered to be invalid.
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KJC 0:xxð Þ ¼ 20þ ln
1

1� 0:xx

� �	 
1
4

11þ 77 exp 0:019 T � T0ð Þf g½ � ð6:13Þ

Here, 0.xx represents the cumulative probability.

Multi-temperature evaluation:
The multi-temperature option of ASTM E1921-02 represents a tool for the deter-
mination of T0 with KJC values distributed over a restricted temperature range,
namely, T0 ± 50 °C. The value T0 can be evaluated by an iterative solution of
Eq. 6.14:

XN
i¼1

di exp 0:019 Ti � T0ð Þ½ �
11þ 77 exp 0:019 Ti � T0ð Þ½ � �

XN
i¼1

KJCðiÞ � Kmin
� �4

exp 0:019 Ti � T0ð Þ½ �
11þ 77 exp 0:019 Ti � T0ð Þ½ �f g5 ¼ 0

ð6:14Þ

where

Ti Test temperature corresponding to KJC(i)

di Censoring parameter.

if the KJC(i) datum is valid di = 1, or if the KJC(i) datum is not valid and censored
di = 0.

Establishment of the Master Curve and Tolerance Bounds
Values of KJC tend to conform to a common toughness versus temperature curve.
Both upper and lower tolerance bounds can be calculated using Eq. 6.15

KJCð0:xxÞ ¼ 20þ ln
1

1� 0:xx

� �	 
1=4
11þ 77 exp 0:019 Ti � T0ð Þ½ �f g ð6:15Þ

where 0.xx represents the cumulative probability level.

6.6 Result and Discussion

Tensile test results are used as input to fracture tests. Figure 6.5 shows the variation
of yield strength and UTS with deformation rate. The strength of the material is
mostly governed by the dislocation motion and therefore strongly influenced by its
mobility. The mobility of dislocation depends on many factors those try to restrict
the ‘free glide’. The increased loading rate increases the diffusivity of atoms and the
mobility of dislocations. Diffused atoms restrict the mobility of dislocations. As a
consequence, high strength occurs for moving the arrested dislocations to continue
deformation. Here it is seen that yield and ultimate strength both are increasing with
deformation rate increase, so it can be stated that this particular material is positive
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strain rate sensitive. Figures 6.6 and 6.7 show the true stress versus true strain
curves for 20 and −100 °C, respectively. Mechanical properties like Young’s
modulus, yield strength and ultimate strength are also given in Table 6.4 at 20 and
−100 °C in different deformation rates. J-integral tests are performed according to
ASTM E1820 standard on 1T CT at −100 °C and 0.5 a/W ratio at different
deformation rate (mm/min). The stress intensity factor (K) is calculated using
Eq. 6.16:

Fig. 6.5 Yield strength and UTS with deformation rate

Fig. 6.6 True stress versus true strain curve at 20 °C in different deformation rate
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K ¼ P
1

B
ffiffiffiffi
w

p
� �

f
a
W

� �
ð6:16Þ

where P is load, a is crack length, W is width, B is thickness of the specimen.
All tests are done in deformation rate (dD/dt) and then deformation rates are

converted to loading rate (dK/dt) with the following procedure. The calculated K is
plotted with deformation (D) as shown in Fig. 6.8. The value of the slope of the
curve is dK/dD. The deformation rate (dD/dt) is kept constant for a specific loading

Fig. 6.7 True stress versus true strain curve at −100 °C in different deformation rate

Table 6.4 Mechanical properties at 20 and −100 °C in different deformation rates

Temperature
(°C)

Mechanical
properties

Deformation rate (mm/min)

1 20 50 100 150

20 Young’s
modulus (Gpa)

203.759 204.522 205.158 205.904 209.614

Yield strength
(Mpa)

464.127 469.108 461.854 492.483 485.122

Ultimate
strength (Mpa)

615.702 657.533 661.592 694.806 687.28

−100 Young’s
modulus (Gpa)

210.364 214.165 214.304 215.949 215.059

Yield strength
(Mpa)

585.758 643.482 647.086 691.743 700.946

Ultimate
strength (Mpa)

835.976 823.193 831.349 842.178 864.393
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rate. Hence, dK/dt is calculated with the relation dK
dt ¼ dK

dD :
dD
dt . The fracture

toughness test results at different loading rates are given in Table 6.5. From fracture
test data, master curves are developed at each loading rate. Obtained master curves
are shown in Figs. 6.9, 6.10, 6.11, 6.12 and 6.13; one multi-temperature master
curve is also shown in Fig. 6.14 and master curves for two a/w ratio of 0.5 and 0.6
are shown in Fig. 6.15. From the results, it is observed that reference temperature
and master curve are almost independent of the a/w ratio and method of computing
T0. Values of T0 at different loading rates are determined using ASTM E1921
standard. The values of T0 with corresponding loading rates are shown in Table 6.6.
From Table 6.6, it is apparent that with increasing loading rate, reference temper-
ature (T0) increases. Wallin’s relation is given as Eq. 6.17 to predict dynamic T0.

Test
0;X ¼ T0 � 273:15ð Þ � C

C� ln Xð Þ � 273:15 ð6:17Þ

where C ¼ 9:9 � exp T0 þ 273:15
190

� �1:66 þ r
T0
ys

722

� �1:09
" #

and rT0ys is yield stress at T0 and

X = (dK/dt).
From the empirical relation, the values of T0 are estimated and compared with

experimental ones in Table 6.6. These values are also plotted in Fig. 6.16 where the
experimental and estimated values of dynamic T0 match well. The deviation of
experimental T0 from estimated values is insignificant at lower loading rate. At
higher loading rate, it is found to be within ±5 °C. Hence, it can be concluded that
Wallin’s prediction is valid for the present material. However, large number of
pre-cracked Charpy tests is required to validate the higher loading rates.

Fig. 6.8 Stress intensity factor with COD
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Table 6.5 Fracture toughness for 1T-CT specimen at −100 °C and a=W = 0.5 for varying
loading rate

Sl. No. Temperature (°C) Loading rate
(MPa√m/s)

Exp J-integral (kJ/m2) KJC (MPa√m)

1 −100 0.625 84.84076038 139.9237

2 179.5322687 203.5449

3 315.6068711 269.8747

4 323.0133184 273.023

5 58.6405308 116.329

6 96.14595518 148.9548

1 4.18 126.362 170.764

2 157.207 190.469

3 157.207 190.469

4 230.045 230.406

5 49.052 106.39

6 98.54 150.797

7 117.268 164.505

1 80.25 56.337 115.103

2 94.689 149.2237

3 91.432 146.6347

4 171.015 200.5412

5 98.121 151.9034

6 92.437 147.438

7 149.418 187.4515

1 215.5 52.87 110.4574

2 103.66 154.6659

3 158.977 191.5388

4 75.288 131.8109

5 79.697 135.6154

6 16.842 62.34281

7 160.661 192.5501

1 417.3 93.871 147.1823

2 84.836 139.9199

3 28.473 81.05999

4 181.249 204.5163

5 42.116 98.58563

6 144.482 182.5984

7 93.871 147.1823

1 −80 4.18 240.228 235.451

2 −120 4.18 47.784 105.011
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Sreenivasan [25] described a method based on fitting of some reference tem-
perature (T0) data at different loading rates and for different materials to find
quasi-static T0 from dynamic T0. The empirical relationship is given in Eq. 6.18.

Fig. 6.9 Master curve at 0.625 MPa√m/s

Fig. 6.10 Master curve at 4.18 MPa√m/s
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Fig. 6.11 Master curve at 80.25 MPa√m/s

Fig. 6.12 Master curve at 215.5 MPa√m/s
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Fig. 6.13 Master curve at 417.3 MPa√m/s

Fig. 6.14 Master curve from multi-temperature method at 4.18 MPa√m
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T st
0;X ¼

Tdy
0 � 273:15

� �
� C0

C0 � ln Xð Þ � 273:15 ð6:18Þ

where

C
0 ¼ �41:54 � exp

Tdy
0 þ 273:15

� �
72:86

8<
:

9=
;

�125:98

þ rRTys
0:142

 !�0:4099
2
64

3
75;

and rRTys is yield stress at room temperature. Using this relation, quasi-static T0 is
estimated from T0 at different higher loading rates and given in Table 6.7.

Fig. 6.15 Comparison of median fracture toughness at two different a/W ratios

Table 6.6 T0 at different loading rates

No. of
samples

Test temp (°C) Loading rate
(MPa√m/s)

Experimental
T0 (°C)

Estimated
T0 (°C)

6 −100 0.625 −147.612 −143

7 4.18 −136.026 −138

7 80.25 −129.08 −128

7 215.5 −126.248 −125

7 417.3 −127.817 −123

5 + 2 5(−100) & 2(−80, −120) 4.18 −128 –
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6.7 Conclusion

Estimation of degradation in fracture toughness values is important for nuclear
components to assess residual life due to embrittlement by neutron irradiation.
Wallin’s methodology based on master curve and reference temperature to asses
fracture toughness in DBTT is adopted because of its low material requirement for
testing at specimen levels only. This methodology is applied for the material
20MnMoNi55 low-carbon steel and observed to follow the propositions in ASTM
E1920. Effect of loading rate on tensile and fracture strength of the low-carbon steel
20MnMoNi55 has been studied in detail. For 20MnMoNi55 RPV steel, yield
strength and ultimate strength increase with loading rates. The rate of variation
depends on temperature also. Fracture toughness of the material decreases both with
decrease in temperature and increase in loading rate which is expected. But the
scatter in fracture toughness values is observed to match with Weibull distribution
which is apparent from the master curve drawn at different temperatures. Reference
temperature (T0) increases with loading rates. Wallin developed a correlation
between T0 and loading rate and proposed an equation. It is observed that

Fig. 6.16 Comparison between experimental and estimated T0

Table 6.7 Estimation of quasi-static T0 from dynamic T0

Loading rate (MPa√m/s) Experimental dynamic T0 (°C) Estimated T0 (°C)

4.18 −136.026 −143.2

80.25 −129.08 −142.3

215.5 −126.248 −142.2

417.3 −127.817 −144.9
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experimental T0 matches well with the estimated T0 derived from Wallin’s
empirical relation in the region of lower loading rates and departs slightly at higher
loading rates. For evaluation at higher loading rates, Charpy test results are to be
incorporated. It can be concluded from the current analysis that dependence of T0
on loading rate can be predicted in dynamic range for 20MnMoNi55 steel. Again,
quasi-static T0 has been predicted with the help of dynamic T0 as obtained from
experimental results. It is found that all the predicted values of quasi-static T0
closely match with each other.
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Chapter 7
Comparative Study of Cyclic Softening
Modelling and Proposition
of a Modification to ‘MARQUIS’
Approach

Snehasish Bhattacharjee, Sankar Dhar, Sanjib Kumar Acharyya
and Suneel Kumar Gupta

7.1 Introduction

If the applied cyclic load is high enough to deform the material irreversibly
(plastic), it survives relatively low number of cycles before fatigue failure and
accordingly termed as ‘low cycle fatigue’ (LCF). LCF has received much attention
since the early work of Manson [1] and Coffin [2] where they explained fatigue
crack growth in terms of plastic strain at the tip of the micro-cracks. Geometrical
discontinuities, surface roughness, persistent slip bands (PSB), grain interfaces,
inclusions, defects, etc., may cause localised plastic deformation even for loadings
with small amplitude. Before the catastrophic failure or even crack initiation, unlike
high cycle fatigue, different kind of stress–strain responses may be observed. The
variety of material behaviours can be observed depending on the material and
loading sequence and symmetry in the fatigue life. These material responses are of
practical interest in design of power plant and other engineering components, as
sometimes, those may indicate any underlying secondary damage mechanism that
has been evolved and influencing the fatigue life. Thus, considering the safety
aspect through structural integrity, comprehending the material behaviour in cyclic
plastic loading is very important.

Extensive research work has been carried out in last a few decades by several
researchers to understand the material behaviour for irreversible cyclic loading.
However, a number of cyclic plasticity issues are yet to be fully understood [3, 4].
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The present work deals with experimentation of SA333 Grade-6 C-Mn steel
subject to symmetric uniaxial cyclic plastic loading and to simulate the material
behaviour by the finite element method. To simulate the material behaviour, a
mathematical material model is required. In this study, depending on the experi-
mental observations, the development of a material model is also attempted.

7.2 The Material

SA333 Grade-6 C-Mn steel is commonly used in primary heat transport
(PHT) pipes at Indian pressurised heavy-water reactors (PHWR) where, during
start-up and shutdown or, due to fluctuations in operating conditions or, seismic
activities can trigger cyclic loading, which is most likely multi-axial and may be
non-proportional in nature. Depending on the amplitude of loading and/or geo-
metric or micro-structural discontinuities, the cyclic deformations may reach
beyond the elastic range locally. From the safety point of view, the knowledge of
different cyclic plastic behaviour of the material and their contribution to the failure
mechanism must be accurately known.

The material, SA333, as reported in the literature, has shown a wide variety of
cyclic plastic behaviour. Rigorous experiments by Paul and his co-workers [5–7],
Khutia and his co-workers [8], Sivaprasad and his co-workers [9, 10] on monotonic,
uniaxial and multi-axial behaviour of the material reports variations of its cyclic
behaviours. Depending mainly on heat cycles and loading history, the hardening
characteristics of the material have changed.

Typically, elastic modulus of the material is 210 GPa, and Poisson’s ratio is 0.3.
The material is of moderate strength (monotonic yield strength is 304 MPa and
tensile strength is 495 MPa) and ductility (% elongation 24.5). There is about ±5%
strength variation observed, changing the heat number alone.

Basic metallurgical investigations are also carried out to understand the exper-
imentally observed phenomena. The steel mainly consists of Carbon (0.18% by wt.)
and Manganese (0.9% by wt.), and the detailed chemical composition of the
material is shown in Table 7.1.

The two major alloying elements Carbon and Manganese are austenite sta-
bilisers. Carbon has a strong tendency to segregate at the defects (such as grain
boundaries and dislocations) in steels. Elements like Fe, Mn may interact with
Carbon and form carbides. The strengthening effect of Carbon in steel consists of
interstitial solid solution strengthening and carbide dispersion strengthening.
Carbon, simultaneously, decreases the ductility and weldability of the material
[11, 12]. 0.18% Carbon in the steel generally deteriorates the surface quality [13].

Table 7.1 Chemical
composition of SA333 C-Mn
steel

Element C Mn Si P Fe

Qty. by wt. (%) 0.18 0.90 0.02 0.02 Rest
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Manganese is essentially used as a deoxidiser and a desulphuriser [14].
Manganese, unlike Carbon, has favourable effect on weldability and improves
surface quality. Manganese forms stable carbides in steel but cannot form in
competition with Iron (Cementite), or even alter the microstructures formed after
transformation [15]. However, Manganese can infuse into solid solution Cementite
at low as well as high concentrations. The presence of Manganese may enhance the
segregation of Phosphorous to grain boundaries and induce temper embrittlement
[12].

Silicon and Phosphorus do not form Carbide and normally found in the matrix.
Silicon, which is the principal deoxidiser, dissolves completely in ferrite increasing
its strength without greatly decreasing ductility when the amount is low [11]. If
combined with Manganese, Silicon may produce greater hardenability. Silicon can
eliminate stress corrosion and improves wear resistance of the material. Phosphorus
segregates during solidification, but to a lesser extent than Carbon. Phosphorus
dissolves in ferrite and increases the strength of steels. Phosphorus has a very strong
tendency to segregate at the grain boundaries and causes the temper embrittlement
of Mn-steels [13]. The effect of Silicon and Phosphorous is hardly observable
macroscopically as their presence is negligible.

The typical microstructure of the material is given in Fig. 7.1 showing pearlite
bands (volume fraction 30%) over ferrite matrix with average ferrite grain size of
22 lm. It is assumed that all the deformations are occurring mainly on the ferrite
grains because ferrite is softer and susceptible to deformation than pearlite.

Fig. 7.1 Optical microstructure of SA333 (Scale: 200 µm)
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TEM imaging is done in Philips CM200 operated at 200 kV. TEM micrographs
are obtained at ‘as-received’ condition (Fig. 7.2). The TEM micrograph shows no
definitive dislocation structure at ‘as-received’ condition, though there are traces of
obscure dislocation veins, possibly formed during previous extensive plastic
deformation like rolling.

7.3 Experiment and Observation

It is already discussed that the field of application of the material SA333 Grade-6
C-Mn steel has critical safety issues and cyclic plastic deformation of the material
may occur even for small amplitude loadings. Therefore, a comprehensive under-
standing of its cyclic plastic behaviour is necessary. The material behaviour, when
subjected to uniaxial and symmetric loading, is discussed in this chapter. In com-
parison with the complex real-life loading condition of the material, the uniaxial
and symmetric loading condition may sound idealistic. But, for modelling complex
behaviour it is important to start from the basic loading situation.

According to ASTM E606, uniaxial (tension–compression) low cycle fatigue
tests were conducted on the material, by Bhabha Atomic Research Centre, India, for
various strain amplitudes ranging from ±0.35 to ±0.75% at room temperature
avoiding the rate effects, in standard environmental condition. Schematic repre-
sentation of the specimen and actual experimental arrangement is shown in
Fig. 7.3a, b, respectively.

Fig. 7.2 TEM micrograph for SA333 C-Mn steel at ‘as-received’ condition
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In the experimental results, Bauschinger effect [16], cyclic softening [17, 18],
non-Masing initially and later Masing behaviour [19] at saturation cycles are pre-
dominantly observed.

7.3.1 Bauschinger Effect

It is a fundamental and well-known cyclic plasticity behaviour observed in metals.
According to Bauschinger [20], it is ‘the phenomenon by which plastic deformation

Fig. 7.3 a Schematic
diagram of uniaxial LCF
specimen. b Uniaxial testing
system
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increases yield strength in the direction of plastic flow and decreases it in other
direction’. It happens because of the dislocations with reversed Burger’s vectors
interact with the forward dislocations and get annihilated during loading in reversed
slip direction. The Bauschinger effect gets saturated within first a few cycles.

The typical manifestation of the Bauschinger effect is observed in the cyclic
plastic experiments of SA333 Grade-6 C-Mn steel, as shown in Fig. 7.4.

7.3.2 Cyclic Hardening and Softening

Cyclic hardening and softening refer to the hardening or softening response of a
material subjected to repeated loading [21–25]. It is often reflected by the cyclic
plastic experimental results of metals under fully reversed strain-controlled loading.
For strain-controlled cyclic tests, the material response is observed to display cyclic
hardening or softening (Fig. 7.5a, b) when the stress amplitude increases or
decreases, respectively, with cycle [5–7, 9, 26–29]. Cyclic hardening or softening
can be observed in case of stress-controlled experiments also. The plastic strain
response in the stress-controlled case shows decreasing or increasing order,
respectively.

Cyclic hardening or softening is influenced by a number of factors like: prior
deformation history(microscopically, dislocation density and arrangement) [30],
chemical composition of the material and undergone heat treatment (materials

Fig. 7.4 Typical experimental results showing Bauschinger effect in SA333
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phase, i.e. planner slip or wavy slip), [31–33], applied stress state (mean stress and
stress amplitude) [31, 32] and environment temperature [31]. Cyclic hardening or
softening of materials depends on the initial dislocation population and structure.
Previous loading alters the initial dislocation structure of the material and thereby
changes its initial cyclic hardening/softening response [30]. As for example, for a
cyclic hardening material, initial softening for first a few cycles and then usual
cyclic hardening can be manifested in high–low (amplitude) loading sequence [29].

Usually it has been seen that, hard materials (i.e. cold deformed, quenched and
tempered) cyclically soften and soft materials (i.e. annealed) cyclically harden [3,
31, 32]. The present material SA333 Grade-6 C-Mn steel shows cyclic softening
behaviour in the initial transient (first to 30th) cycles, as shown in Fig. 7.6.

Fig. 7.5 a Schematic strain-controlled cyclic hardening. b Schematic strain-controlled cyclic
softening
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7.3.3 Masing Behaviour

The material is said to have Masing behaviour when the upper (loading) branches of
the stress–strain hysteresis loops follow a common curve which is known as the
master curve, with the lowers tips are tied together for different strain amplitudes
[34, 35]. Some engineering materials display Masing behaviour under certain
conditions like pressure vessel steel at 300 and 420 °C [36], ultra-fine grained
Copper [37], polycrystalline Copper under ramp loading [38], SS304LN when 30%
cold worked prior testing [39]. Normally, for single-phase metals with low stacking
fault energy and finely dispersed particles exhibit Masing behaviour [40]. For
metals with high stacking fault energy, where the cyclic deformation is matrix
controlled, the cyclic stress–strain response is non-Masing. However, Masing
behaviour is generally observed below a threshold strain level, above which,
non-Masing behaviour can be manifested. In this condition, the formation of a
cellular dislocation microstructure [40] is observable.

The present material SA333 Grade-6 C-Mn steel shows atypical Masing beha-
viour. It non-Masing in the initial transient cycles, but near saturation it shows
Masing behaviour up to 0.75% strain amplitude. Figure 7.7a, b shows the Masing
behaviour of the present material.

7.4 Physical Explanation

Dislocation motion and lattice rotation are supposed to be the prime cause of plastic
deformation. Through decades, several researchers were trying to find
micro-mechanism-based explanations behind the cyclic plastic phenomena as well.
The work of Gough [41] established that a metal deforms under cyclic loading as it

Fig. 7.6 Experimental results
showing cyclic softening of
SA333
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does in case of unidirectional or monotonic case. The deformation, in both the
cases, is caused by slip of certain atomic planes in the certain crystallographic
direction. Concurrent work of Orowan [42], recognises the relationship between the
dislocation density and slip. Taylor [43] proposed the correlation between dislo-
cation density and shear stress. There are detailed discussions found in the literature
on the constants used in Taylor pile-up model. Taylor factor [44, 45] and parameter
a [46] are important constants. Relation between slip and strain was established [47,
48]. Later, Rauch and Schmitt [49] have pointed out that plastic strain can evolve
based on dislocation.

It is the nature of the dislocation interactions that differentiate macroscopic
material behaviour. Years of meticulous study of the dislocation dynamics by
several researchers in different polycrystals revealed more facts. In the work of

Fig. 7.7 a Experimental
results showing non-Masing
behaviour at initial cycle of
SA333. b Experimental
results showing Masing
behaviour at 30th cycle of
SA333
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Kubin et al. [50], the possible interactions of dislocations are classified in six kinds.
The Lomer–Cottrell lock, the Hirth lock and the glissile junction are mainly accounted
for the forest interactions between non-coplanar slip systems. The self-interaction and
the coplanar interaction are two non-contact interactions for dislocations gliding in
parallel slip planes with same or different Burger’s vectors, and the collinear inter-
action produces annihilations. The hardening responses are mainly the manifestation
of dislocation entanglements while annihilation results in softening.

By the course of time, the work of Wood [51] suggested a mechanism of slip
band extrusion and intrusion for the understanding of fatigue. Plumbridge and
Ryder [52] studied the basic structural changes occur in the material subjected to
cyclic loading. Ashby [53] reported deformation modes are complex in polycrystals
than single crystal, and understanding of dislocation dynamics for polycrystals
during large deformation became critical.

In BCC and FCC crystals, there are twelve such slip systems exist, which can be
activated easily. The total possible interactions between mobile dislocations in a
BCC crystal can be captured by a matrix of 144 (12 � 12) interaction coefficients
[54]. This interaction matrix actually designates the generalised hardening character
of the material. It is reported [50] that, there are only six independent coefficients
can represent the matrix considering symmetry assumptions, which are associated
with six different types of dislocation interactions. Apart from dislocation interac-
tions, some reorganisations of the lattice structures continue to occur while
deforming in the plastic regime. These reorientations can create and/or destroy
many opportunities for further interactions, increasing the complexities in the
imminent state of affairs.

During cyclic plastic deformation, continuous generation and annihilation of
dislocations simultaneously occur and, the remaining dislocations at any instance,
get aligned gradually assisted by the rotations of the neighbouring lattices [55] such
as to reduce their individual contribution to the stored energy. The reorganisation of
dislocations can resolve the rough entanglements quickly within a few cycles.
These reorientations of the dislocations continue to occur to promote the formation
of the stable dislocation substructures [56]. The fully developed substructures are
cellular and surrounded by walls consist of rough tangles of dislocations. The
interiors of the sub-cells are nearly dislocation free. During the initial stages of
plastic deformation, the sub-cells are often disoriented due to the dissimilar lattice
rotations. The simplest case of the ‘misorientation’ can be formed by the sub-grains
of tilted symmetry [55, 57–59] with an array of edge dislocations, commonly
known as low angle tilt boundary where the misorientation angle is less than 15°.

A moving dislocation, in the vicinity of such a sub-grain boundary, takes part
either by pilling-up at sub-grain walls reinforcing the wall entanglements or, by
getting annihilated with its compatible pair relieving some stored energy [60].
Obviously, entanglements resist the easy glide of remaining dislocations and
thereby cumulatively raise the macroscopic hardness, and annihilations make free
passages for the remaining dislocations thus reduce the hardness. The interactions
of moving dislocations are direction dependent and may result in directional
behaviour like ratcheting.
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The overall manifestation of the annihilation is the recovery of energy (soften-
ing), but the dissimilar kinematics of the dislocations involved, has critical physical
influences. As for example, when a mobile dislocation interacts with a fixed dis-
location entangled in (forming) the sub-cell boundary wall and the pair gets
annihilated, the reduction of boundary dislocation primarily resolve the boundary
misorientation [60, 61] and eventually cause the dissolution of the boundary itself.
Which is why, the effect of annihilations of boundary dislocations can be consid-
ered as a reasonable phenomenon to justify isotropic cyclic softening during cyclic
plastic loadings. On the other hand, the annihilated mobile dislocation may result in
the dynamic recovery and can be manifested as Bauschinger effect.

Mughrabi [62] researched the Masing behaviour in polycrystalline copper, and he
proposed that the hysteresis loops can show Masing behaviour when the dislocation
arrangements remain unchanged during cyclic deformation. The work of Li and Laird
[63] reveals that the Masing behaviour is not a saturation phenomenon but, simply
confirms Mughrabi’s [62] work, investigations by Watanabe and his co-workers [64]
reveal that dislocation structures are not always the same during Masing behaviour.

It can be concluded that from the experimental results and the TEM micrograph
is that at the onset of plastic deformation, the probability of dislocation pile-ups is
high. And similar reason can cause high magnitude softening when after stress
reversal reorientation of crystals makes favourable conditions, which is clearly
manifested in experimental results. Low strain amplitudes show more hardened
loops with larger softening than high strain amplitudes, and non-Masing behaviour
is believed to be the manifestation.

7.5 Material Modelling for Symmetric Uniaxial Cyclic
Plastic Deformation of SA333

Finite element simulation is a useful tool for analysing the irregular geometry
objects and large specimens, where physical experimentation is not quite possible.
But before relying on the FE simulations, the whole method including constrains,
load and/or boundary conditions and the material model must be validated with
experimental observations for simple geometry and loading conditions. In the finite
element simulation of a physical problem, the geometry is presented along with all
constraints and loading and/or boundary conditions. The material behaviour is
added to the geometry by the material model. Thus, accurately defined material
model is required for good agreements between actual and simulated results.

7.5.1 General Plasticity Framework

The material is considered as homogeneous and isotropic, and linearly elastic. The
material plasticity is based on infinitesimal strain theory or small deformation
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theory, where it is required to introduce a suitable yield criterion req ¼ r0, which
thresholds the plastic deformation. Here, req is the equivalent stress and r0 is the
initial yield stress. Mathematically, req � r0 ¼ 0 repeats the same condition with a
function on the left-hand side, known as the yield function /. In the elastic regime,
req\r0 or in other words, /\0. After yield function reaches certain threshold
condition (=0), further loading causes plastic deformation of the material, and

plastic strain increments depij
� �

are observed.

Beyond the elastic limit, the total strain can be additively decomposed into

elastic and plastic strain components deij ¼ deeij þ depij
� �

. The present material

(metal) is analysed based on continuum plasticity theories, i.e. the material is

considered incompressible epijdij ¼ 0
� �

in the plastic regime, or in other words,

plastic deformation takes place without changing the volume of the material.
Therefore, hydrostatic strain is purely elastic and plastic strain components are
purely deviatoric. Incompressible plasticity comprises five-independent plastic
strain components.

Incompressibility hypothesis endorses no effects of the hydrostatic stress com-
ponent on yielding and the plastic deformation. Hence, the distortion energy cri-
terion is considered suitable in this case. In its simplest form in case of perfectly
plastic (no hardening) incompressible material, the von Mises yield function is read

as:/ ¼ req � r0 ¼ 3
2 SijSij
� �1=2�r0; where Sij are the deviatoric stress components

or reduced state of stress. The yield function is represented by an open cylinder of
radius r0, on p-plane in the deviatoric stress space. For metals (isotropic and
incompressible), the von Mises equivalent/effective stress is a function of the total
plastic work as developed from the distortion energy principle. This is why the von
Mises yield function, for most of the metallic material, is considered as the plastic
potential surface.

In the plastic regime, the constitutive stress–plastic strain relation for elastic—
perfectly plastic material was first proposed by Prnadtl [65] as an extension of Levy
[66]—Mises [67] equations for plane strain deformation. The general form of the
equations was given by Reuss [68] as depij ¼ Sijdk. The total strain increment at any
moment, therefore, according to Prandtl–Reuss equation is as follows:

deij ¼ dSij
2G þ 1�2mð Þ

E dijdrm
h i

þ Sijdk
� �

:

Extensive multi-axial experimentation mainly on thin-walled tube by Lode [69],
Taylor and Quinney [70], Hohenemser [71], Morrison and Shepherd [72] and
others have shown approximately good agreement with the Prandtl–Reuss equation.

For the work-hardening material (metals), the complete quantification of the
plastic strain is dependent on the hardening characteristics of the material. Hill [73]
assumed that the resistance to the distortion is measured by the yield surface,
expanding isotropically during plastic flow retaining its shape and position with
respect to the hydrostatic state of stress. On the other hand, Prager [74] proposed a
different hardening rule which considers the yield surface can move in the stress
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space in any direction of strain increment retaining its shape and size. Considering
both the hardening mechanisms, the manifestation of the von Mises yield function
becomes:

/ ¼ 3
2

Sij � aij
� �

Sij � aij
� �� 	1=2

�rc ¼ 0 ð7:1Þ

where aij are deviatoric back stress components. Current yield stress rc at any
instance can be additively decomposed into initial yield stress r0ð Þ and isotropic
hardening/softening Rð Þ. The hardening rules specifically describe the evolutions of
isotropic hardening stress and/or back stress (kinematic hardening) components.
For work-hardening materials, Hill [73] developed the complete stress–strain

equation in a more general manner as: deij ¼ dSij
2G þ 1�2mð Þ

E dij drm
h i

þ 3
2 Sij

depeq
req

h i
:

Contemporarily, for plastic deformation of the perfectly plastic (neutrally stable)
or strain-hardening (stable) material, Drucker [75–77] proposed a stability postu-
late, which is represented as drijde

p
ij � 0. The postulate practically restricts the

possibility of material softening and instability. Drucker’s postulate is broader than
the statement summarises. It confirms the convexity of yield surface and suggests
the maximum plastic dissipation [78–80]. Consequences of the maximum plastic
dissipation postulate are of the highest importance in the plasticity theory. The
normality of the plastic flow direction to the potential surface can be directed from
the principle of maximum plastic dissipation.

The possibility and direction of plastic strain increment (plastic flow) for
strain-hardening material are generally directed by the flow rule. The possibility and
quantification of the plastic flow are ascertained by a non-negative scalar (dk)
similarly as Prandtl–Reuss equation. It can be shown that the plastic multiplier is
actually the equivalent plastic strain increment, though the complete quantification
of the plastic strain magnitudes is dependent on the specific hardening rules and
consistency condition. From the normality rule, the direction of the plastic flow,
called the flow vector nij

� �
in plasticity analysis, is determined by the gradient of

the potential surface in the stress direction. For von Mises plasticity for metals, the
flow rule is called the associative or associated flow rule when the yield surface is
identical to the potential surface. The equation of the associated plastic flow
becomes:

depij ¼ dk
@/
@Sij

ð7:2Þ

The consistency condition implies that the plastic deformation occurs for the
state of stress is to be in such a way that their equivalent always lies on the revised
yield surface. The hypothesis enables the quantification of the plastic multiplier (dk)
for associated flow. The condition is mathematically presented as: /þ d/ ¼ 0; in
yielded condition ;/ ¼ 0, therefore, d/ ¼ 0 and expressed as:
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d/ ¼ @/
@Sij

dSij þ @/
@aij

daij þ @/
@rc

drc ¼ 0 ð7:3Þ

The plastic modulus is important in this context when the equivalent plastic

strain increment depeq
� �

is computed using Newton-Raphson iterative method in

numerical simulations. The plastic modulus is developed from the consistency

condition d/ ¼ 0ð Þ considering associative flow rule depij ¼ dk @/
@Sij

� �
and incor-

porating the specific hardening laws as:

h ¼ nij
dSij
depeq

¼ nij
daij
depeq

þ drc
depeq

ð7:4Þ

here, nij ¼ @/
@Sij

¼ 3
2
Sij
req

and, depeq ¼ 2
3 de

p
ijde

p
ij

h i1=2
. In the subsequent material mod-

elling sections, in this chapter and later, the specific hardening laws suitable for the
material, their quantification and proposed modifications are discussed.

7.5.2 The Kinematic Hardening Rule

Cyclic plasticity is still considered as one of the most critical structural problems to
be simulated. Incidentally, the implementation of the kinematic hardening
(KH) rules, which models the translation of the yield surface in the deviatoric stress
space, enables the accurate simulations of basic cyclic plastic behaviour of metals.
The development of kinematic hardening rule is an enormous benchmark in the
history of cyclic plasticity modelling. The standard kinematic hardening rules
include the forest pile-ups of dislocations as ‘back stress’ and the effect of anni-
hilated mobile dislocations causing some recovery of the back stress is generally
included in the ‘dynamic recovery’ term. But this was not like the first one for-
mulated. The concept of KH rule is materialised first in the work of Prager [81].
After decades of study and research improved the formation of standard KH rules,
some historical benchmarks are presented below chronologically:

• Prager [76] proposed the linear-type kinematic hardening rule suggesting a
proportional stress raiser by dislocation pile-ups may be apprehended. When a
material is loaded beyond its yield limit, microscopically, a large number of
dislocations are activated by generation and multiplication at different sources,
like grain and sub-grain boundaries, pinned dislocations, impurities, and other
kind of defects. As plastic deformation continues, the probability of mobile
dislocations being tangled with each other and caught up in the dislocation
forest increases exponentially as more slip systems get activated. The entan-
glement of mobile dislocations at different sites resists the easy glide of dislo-
cations, cumulatively resulting the macroscopic hardening.

142 S. Bhattacharjee et al.



www.manaraa.com

• Mroz [82] improved the performance of the linear kinematic hardening model
by a multi-surface model, where each surface represents a constant
work-hardening modulus in the stress space. Besseling [83] introduced a
multi-layer model without any notion of surfaces. Both the models functionally
divide the flow curve into several linear segments. For a sufficient number of
segments, the simulations of uniaxial hysteresis loops by these models yield
very good results. But these rules, like the linear KH model, fail to simulate
uniaxial stress cycle with mean stresses(uniaxial ratcheting).

• From the metallurgical point of view, Li [84, 85] proposed a model for local
kinematic stress as a function of sub-grain size and low angle misorientation
angle. In this model, no clear information was given about the source of the
kinematic stress in the material.

• The linear hardening law was successful to simulate the Bauschinger effect but
rudimentary to imitate the stress–strain hysteresis due to the linearity. The
development of nonlinear KH rule consisting of a dislocation annihilation-based
nonlinear ‘Recovery’ or ‘Recall’ term was first introduced by Armstrong and
Frederick [86]. In support, transmission electron microscope (TEM) micro-
graphs can show other than entanglement, when dislocations of opposite signs
interact, they both get annihilated [87] reliving the stored energy and space for
remaining dislocations to glide easily without barrier. Movable dislocations
within a slip system (slip direction and plane) when interact with each other and
dislocations of opposite signs annihilate, the process is designated as ‘dynamic
recovery’. Any kinematic hardening (KH) rule used in the material modelling,
nowadays, is equipped with the hardening term that handles the dislocation
generation and pile-ups and a recovery term mainly captures the annihilation of
movable dislocations within the active slip systems.

• The Armstrong and Frederick (AF) [86] model incorporates a dynamic recovery
term and was successful to simulate balanced nonlinear cyclic loading. The
incorporation of the recovery term in KH rule is another landmark in the history
of cyclic plasticity modelling. For unbalanced loading, the AF rule showed
over-prediction might be due to lesser hardening and further modifications of
KH rule are focussed mainly on dynamic recovery of the back stress. To get
proper hardening effect, the recovery term needs to be understood and modelled
properly because the annihilations of dislocations are ‘not so controlled’
physical phenomena.

• Chaboche and his co-workers [88, 89] proposed a ‘segmented’ nonlinear
kinematic hardening rule, which can be considered as a superposition of several
Armstrong–Frederick hardening rules implemented at different segments with
different sets of KH parameters. Orthodox AF rule with single set of KH
parameters often fails to simulate the typical nonlinear hysteresis curves, which
can be simulated by the Chaboche model accurately, by virtually dividing it into
three critical segments: initial high modulus at the onset of yielding, the transient
nonlinear segment and the constant modulus segment at a higher strain range.
Accordingly, the first rule a1ð Þ should start hardening with a very large modulus
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and stabilizes very quickly. The second rule a2ð Þ should simulate the transient
nonlinear portion of the hysteresis curve. Finally, the third rule a3ð Þ should be a
linear hardening rule c3 ¼ 0ð Þ to represent the subsequent linear part of the
hysteresis curve at a high strain range Chaboche model generally over-predict
uniaxial ratcheting response in the initial cycles and highly over-estimates the
biaxial cases. Chaboche [90] added a fourth hardening rule with a concept of
‘threshold’ in the modification. This kinematic hardening grows linearly unto
the ‘threshold’ stress level and followed by Armstrong–Frederick rule. The
incorporation of the fourth rule improves the symmetric hysteresis loop simu-
lation, but does not improve much for the ratcheting (asymmetric) simulations
for both uniaxial and biaxial cases.

• Guionnet [91] proposes a model that modifies the original AF rule by incor-
porating the effect of accumulated plastic strain in it. The Guionnet model uses
parameters determined from the biaxial ratcheting experiments. The simulations
of hysteresis loops and ratcheting response are not up to the mark, and the model
has numerical divergence problem for higher uniaxial ratcheting rate responses
as reported by Bari and Hassan [92]. For the bow-tie loading case, this model
over predicts with constant rate of ratcheting, whereas for the reverse bow tie, it
under predicts the ratcheting. Similar erratic behaviour is also observed in the
simulations for bow tie and reverses bow-tie loading cycles obtained by the
Dafalias–Popov [93] uncoupled model with Armstrong–Frederick kinematic
hardening rule [94].

• One of the popular models, following the Besseling-type multi-linear formation,
was proposed by Ohno and Wang [95]. The model, like other linear models,
simulates closed hysteresis loops resulting no ratcheting response. Later, to
rectify this error, they extended their model [96] to have nonlinearity and thus
confirms the AF format, showing improvements in simulating nonlinearity in
the stabilised hysteresis loops and uniaxial ratcheting curves than Chaboche
model with ‘threshold’ term. Though there are further modifications to the OW
model mainly targeting the ratcheting response. In 1994 [97], they extend the
model further and replaced plastic strain increment with the accumulated plastic
strain in the dynamic recovery term. This rule [97] becomes a direct modifi-
cation of AF rule, where the contribution of the dynamic recovery term is
modulated by the fitting parameter vk . For asymmetric cyclic loading simula-
tions, over-predictions observed. For the present work, Ohno–Wang model is
chosen for its considerable accuracy than the previous KH models and com-
parable simplicity than the following KH models.

• McDowell [98] and Jiang and Sehitoglu [99] modified the dynamic recovery
power term v as functions of non-proportionality parameter but the simulations
were conducive to portray the experimental biaxial ratcheting curves.

• The kinematic hardening rule proposed by Voyiadjis and Sivakumar [100, 101]
is a combination of the KH rules proposed by Phillips et al. [102, 103] and
Tseng–Lee [104]. They reason that the Phillips rule stipulates the evolution of
the back stress along the stress rate direction and therefore follows the
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experimental trend better, but it does not ensure the tangential nesting of the
yield and other surfaces in a multi-surface model. On the other hand, the Tseng–
Lee rule invokes the desired nesting feature for both the proportional and
non-proportional loading. Voyiadjis and Sivakumar [100] propose a rule by
appropriately blending both the rules, to include the requirements of yield
surface movement and the surface nesting. Although the model fails to simulate
biaxial ratcheting responses,

• Voyiadjis–Basuroychowdhury [105] and Basuroychowdhury–Voyiadjis [106]
attempted to improvise the Chaboche [90] KH rule by adding the direction of
the stress rate, but could not achieve more than that of the modified Chaboche
model.

• Abdel-Karim and Ohno [107] propose a new KH rule combining the initial
multi-linear version of the Ohno–Wang [95, 96] and the AF [86] rule. This
model produces a better biaxial ratcheting simulation, especially in reproducing
the recorded steady rate of ratcheting, but under predicts the uniaxial ratcheting
response.

The modifications in KH rule are focused on making the model compatible for
both balanced and unbalanced, proportional and non-proportional, uniaxial and
multi-axial loading conditions. Isotropic hardening rules [73, 108] also employed
alongside the KH rule in the model to capture several hardenings or softenings
manifested during irreversible cyclic loading. But these mathematical theories are
mainly based on loading functions and justified over experimental observations.

The recent trend is directed towards constitutive modelling based on dislocation
dynamics. Dislocation-based modelling delivers physically justified and more
accurate hardening functions (both Kinematic and Isotropic), which can be effective
tools for simulation of monotonic and cyclic loading conditions with or without
considering the rate effects. Anisotropic material properties are also completely
compatible with this type of formation. Furthermore, any orthodox numerical
scheme can easily fit into incorporate the hardening function, though some com-
plexity may be costly in terms of numerical computations.

7.5.3 Modelling for Saturated Cycles with Kinematic
Hardening Rule

Accurate estimation of depeq requires incorporation of correctly characterised hard-
ening laws. In cyclic plasticity modelling, the major role is played by the kinematic
hardening rule. Its mathematical application is devised to generate stress–strain
hysteresis loops and simulate the Bauschinger effect simultaneously.

Inspired by the Besseling [83]-type multi-layered linear formation and con-
forming nonlinear Armstrong–Frederick [86] philosophy in each segments, Ohno
and Wang [95, 96] developed a multi-segmented nonlinear kinematic hardening
rule. The first terms of each segments offer the hardening due to dislocation pile-up
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and are governed KH parameters Ck while the second term estimates the recovered
energy due to annihilation of mobile dislocations. The recovery activities of each
segments are controlled by a fitting parameter vð Þ. The activation of different
segments is sequential and administrated by the back stress thresholds values rk

� �
.

In this work, observing the critical stress–strain hysteresis curvature of the
material, six-segmented nonlinear Ohno–Wang KH rule is employed to simulate
basic stress–strain hysteresis loops with Bauschinger effect. According to the model
architecture, the total deviatoric back stress is:

aij ¼
Xm
k¼1

akij ð7:5Þ

Here, akij is the kth segment of the deviatoric back stress tensor. For each seg-
ment, back stress evolution law is given as:

daij ¼ Ckrk nij �
akij
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75depeq ð7:6Þ

Ck, rk and vk are the material parameters for Ohno–Wang kionematic hardening
rule, where Ck are the dimensionless hardening coefficients and rk are the saturation
values of akij for kth segment and also control the contribution of the recovery term.
vk is the parameter that controls the degree of nonlinearity by modifying the con-
tribution of the dynamic recovery part. In the above expression, lkij is the direction

vector to the corresponding segment of deviatoric back stress, and lkij ¼
akij
akijk k where

akij
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h i1
2
:

The KH parameters are calculated from saturated loop of highest strain ampli-
tude (0.75%). The saturated loops for all the strain amplitudes are ‘Masing’ in the
plastic regime as observed in the experimental results.

For the simulation of saturated stress–strain hysteresis loops, the material model
consists of only kinematic hardening rule with constant cyclic yield stress. The
hardening modulus, for this case, is deduced to be:

h ¼
Xm
k¼1

Ckrk
3
2
�

akij
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7.5.4 Phenomenological Modelling for Cyclic Softening
by Exponential Cyclic Softening

The modelling for cyclic hardening or softening can be done by incorporating
suitable isotropic hardening rule. The experimental observations show equal
amount of hardening or softening in forward and reversed loading conditions
promote the simplicity in the modelling by assuming that, the cyclic hardening and
softening are isotropic in nature [73].

An exponential evolution of isotropic hardening was proposed by Zaverl and
Lee [108], which is mainly phenomenological mathematical fitting function. The
isotropic hardening stress is a nonlinear exponential function of total plastic strain.
The incremental form of the isotropic hardening rule is as follows:

dRp ¼ b Rps � Rp
� �

depeq ð7:8Þ

where b and Rps are the material parameters. Rps is the magnitude of total softening
and b is the softening rate. It is observed from experimental results that both Rps and
b depend on plastic strain amplitude for the present material.

For the combined model with isotropic hardening and kinematic hardening, the
plastic modulus is recast into the following form:

h ¼
Xm
k¼1

Ckrk
3
2
�

akij
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75þ b Rps � Rp

� � ð7:9Þ

7.5.5 Cyclic Softening by Original Marquis’ Approach

To justify the ideology of the physical phenomena behind the cyclic hardening or
softening, another popular way of modelling is by modifying the dynamic recovery
term of the KH rule. Researchers like Marquis [109], Haupt et al. [110] and many
others have proposed such modifications to calibrate hardening or softening effects.
Their philosophies were same to modify the dynamic recovery contribution of KH
rule, but they proposed different evolution equations. Haupt and his co-workers
suggested a history-dependent equation where Marquis’ approach was rather simple
and instantaneous.

Marquis [109] proposed an accumulated plastic strain-based function that
modifies the dynamic recovery contribution. The evolution equation of the KH rule
with Marquis’ modification is:
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dakij ¼ Ckrk nij � 1þ ke�xepeq
h i akij
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The function proposed by Marquis originally contains three parameters but for
simplicity Hauptand his co-workers [110] used 1, k and x. The choice of the sign of
k in the above equation can produce hardening or softening effect. The cyclic yield
stress is kept constant, and no separately constructed isotropic hardening rule is
incorporated in the model. The hardening modulus, for this case, is recast to be:

h ¼
Xm
k¼1

Ckrk
3
2
� 1þ ke�xepeq
h i akij
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7.5.6 Cyclic Softening by Modified Marquis’ Approach

The experimental results show that the cyclic hardening/softening has no directional
influence in forward and reverse loading and therefore considered isotropic in
nature. In view of the fact, the proposition by Marquis is used to modify the cyclic
yield stress with the idea that the generation of dislocations due to plastic defor-
mation can produce more dynamic recovery [109] at the present state or, it can
contribute immediately after as isotropic softening.

Current yield stress rcð Þ, for a particular strain amplitude, is not considered
constant and additively decomposed into constant cyclic yield stress r0ð Þ and
isotropic softening stress Rð Þ. Initially, non-Masing behaviour is observed in the
experimental results for the present material SA333 mainly in the elastic region and
therefore, different initial cyclic yield stresses r0ð Þ are to be used for different strain
amplitudes. The equation for the current yield stress evolution is:

rc ¼ r0 þR epeq

� �
¼ K 1þ ke�xepeq

h i
ð7:12Þ

where K is a constant, such that K = r0
1þ k. Parameter k and x control the softening.

For the combined hardening plasticity, the plastic modulus is recast into the fol-
lowing form:

h ¼
Xm
k¼1

Ckrk
3
2
�
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7.6 Material Parameters

The material properties are extracted from the monotonic (tensile) tests and the sym-
metric uniaxial cyclic plastic experiments and suitably tuned during FE simulation.

7.6.1 Elastic Parameters

Elastic parameters, such as Young’s modulus, are extracted from the uniaxial
tensile tests following standard procedures and found to be 210 GPa (rounded);
Poisson’s ratio is taken 0.3. The elastic constants are considered unchanged for all
strain amplitudes as temperature and straining rate are kept the same for all tests and
unaltered during experimentation.

7.6.2 Cyclic Yield Stresses

The non-Masing behaviour of the material has incisive impact on the modelling
scheme. For non-Masing behaviour of the material, irregular strain-hardening
character may be observed. For simulations of such behaviour, different KH
parameters may be used for different strain amplitudes. It may sometimes be
observed in the experimental results that there is insignificant difference in the
plastic curvature and the dissimilar elastic portion is responsible for non-Masing
behaviour. In those cases, one set of KH parameters is used for every strain
amplitudes and modification is made to the cyclic yield stresses.

The initial cycles are non-Masing mainly in the elastic regime (Fig. 7.7a) and
clearly reflected in the cyclic yield stress values calculated from the initial cycles.
The plastic curvature is observed (Fig. 7.7b) same (Masing), and therefore, same
kinematic hardening parameters are used. The suitable values of initial cyclic yield
stresses are shown in Table 7.2.

7.6.3 Kinematic Hardening Parameters

It is realised while analysing the experimental results that the plastic curves have
minor variations due to the non-Masing behaviour, while observed majorly in the

Table 7.2 Initial cyclic yield
stresses (r0)

Strain amplitude (%) Initial cyclic yield Stress (MPa)

0.35 248

0.50 234

0.75 222
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elastic limits. To overcome the difficulty of non-Masing behaviour for the present
material, variation of the cyclic yield stresses is considered, whereas the KH
parameters are calculated from saturated loop of highest strain amplitude which are
‘Masing’ mostly in the plastic range with all other strain amplitudes.

For Ohno–Wang KH rule, the parameters (Ck and rk) are determined from
saturated (30th cycle) fully reversed loading branch of highest strain amplitude
(0.75%) experimental data. A single set of KH parameters is sufficient to evaluate
the kinematic hardening behaviour of the material due to the Masing behaviour of
the plastic curves at saturation. The procedure is outlined in the work of Jiang and
Kurath [111] and has been followed to determine the KH Parameters.

Parameters Ck and rk regulate the curvature of the loading and unloading branch
of the hysteresis loop. Therefore, from the fully reversed uniaxial loading branch of
a saturated hysteresis curve, the values of Ck and rk are re-extracted. Figure 7.8
schematically shows such a loading branch. Here Dep indicates plastic strain range,
i.e. twice the plastic strain amplitude, and similarly Dr represents the stress range,
again twice the stress amplitude. The above curve can be described by the following
four-parameter equation:

Dep ¼ a
Dr� Dr0
Dru � Dr

� �M

ð7:14Þ

where a and M are power-law coefficient and exponent, respectively, of the fitting
function. Dr0 and Dru are the cyclic yield stress range and ultimate stress range,
respectively. The objective of the fitting function is to get extrapolated data at high
strain amplitude to cover maximum range in LCF tests. From the above equation, a
set of seven pre-defined data points Depk ; and Drk are selected (Fig. 7.8) and the
values of Ck and rk are determined correspondingly as follows:

Fig. 7.8 Stress versus plastic
strain curve of the loading
branch of the first cycle
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Ck ¼
ffiffiffi
2
3

r
2
Depk

ð7:15Þ

where k = 1, 2, … 6. For calculating six rk, it is necessary to calculate Hk
first. The

formula adopted for calculating is:

Hk ¼ Drk � Drk�1

Depk � Depk�1
ð7:16Þ

rk ¼ 2
3
Hk � Hkþ 1

Ck
ð7:17Þ

The extracted values of Ck and rk are shown in Table 7.3.
The mathematical fitting parameter vk (Eq. 7.6), which regulates the dynamic

recovery contribution, is set to zero to ensure the fully active dynamic recovery
process. Generally, for unbalanced or asymmetric loading, the parameter is set to
allow partial recovery.

7.6.4 Exponential Isotropic Hardening Parameters

The cyclic softening parameters Rps and b are determined from uniaxial cyclic
softening data (peak stress vs. accumulated plastic strain) from initial cycle till the
softening gets saturated. Rps, the saturation value of the softening stress, is the
algebraic difference between the maximum and the saturated peak stresses for a
particular strain amplitude as shown in Fig. 7.9a. Figure 7.9b shows that the log-
arithmic values of the softening stresses normalised by saturated softening stress are
plotted against the accumulated plastic strain. The slope of the linear fit to this curve
indicates the softening rate.

It is observed from experimental data that both Rps and b depend on plastic strain
amplitude (q) for the present material and therefore should be calibrated with plastic
strain amplitude as follows:

Rps ¼ 6645:7q� 54:63
b ¼ 18:81 exp �342qð Þ

�
ð7:18Þ

Figure 7.10a, b shows calibration curves of the above equations.

Table 7.3 Ck and rk values

C1 = 16,323 C2 = 4082.5 C3 = 1633 C4 = 816.5 C5 = 363 C6 = 163

r1 = 13.8 MPa r2 = 16.6 MPa r3 = 19.8 MPa r4 = 24.6 MPa r5 = 32.5 MPa r6 = 43.4 MPa
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7.6.5 Marquis Parameters

k and x are calibrated from the softening characteristics of respective strain
amplitudes and adjusted by trial and error method during simulations. The values of
k and x are shown in Table 7.4.

Fig. 7.9 a Schematic diagram for calculations of Rps. b Schematic diagram for calculations of b
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7.7 Validation

Mathematical material model is validated through finite element analysis.
Simulation results are compared to the experimental results to confirm the validity
of the model. A commercial FEA package—SIMULIA ABAQUS CAE v6.8 [112]
—is used for accountability of the validation process. The finite element method is
widely used for structural analysis of nonlinear material. The finite element method
employs constitutive modules to capture the material stress–strain response at each

Fig. 7.10 a Dependence of
Rps with plastic strain
amplitude. b Dependence of
b with plastic strain amplitude

Table 7.4 Softening
parameters (k and x)

Strain amplitude (%) 0.35 0.50 0.75

k 1.6 0.5 0.16

x −2.2 −1.9 −1.8
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integration point. Structural response is the integrated output from all integration
points. During structural analysis through finite element method, local and global
level numerical integrations should be carried out simultaneously [113]. Local
integration performs numerical calculations using constitutive equations for finite
increments of loading at integration points in each element. Global integration
solves for the nodal force equilibrium equations in an iterative manner. The
accuracy of a structural solution is dependent on the accuracy of calculation at the
integration points. The structural stiffness matrix in turn depends on the tangent
modulus calculated for each integration point. Thus, efficient global solution is
dependent on consistency between the local numerical scheme and tangent modulus
at each integration point. In this study, constitutive models have been implemented
through the user material subroutine (UMAT for static analysis) facility with radial
return method as the local numerical scheme.

The working (gauge length) portion of the specimen, i.e. three-dimensional solid
cylindrical geometry is analysed. The specimen geometry is as per the dimensions
shown in Fig. 7.3a. The specimen is discretised adopting structural meshing.
8-noded linear hexahedral elements with 6-noded linear wedge elements at central
zone are used to make a radial orientation. Displacement boundary conditions are
given according to the strain amplitudes using balanced triangular amplitude
function. Figure 7.11 shows such a model created in ABAQUS FE platform.

The major task, in the finite element analysis, is to devise the integration
schemes for the constitutive mathematical material model.

7.7.1 Backward Euler Integration
Scheme and the Constitutive Relations

Backward Euler integration scheme is same as Euler method, only it is implicit.
A step forward in time takes the updated trial state of stress outside the yield surface

Fig. 7.11 Discretised specimen with loading arrangements
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by elastic prediction, and then the state of stress is updated by plastic correction and
brought back onto the yield surface in that particular time step. The function of the
scheme named it ‘Radial Return’ or ‘Return Mapping’ algorithm, which consists of
an elastic predictor and a plastic corrector [114–117]. A schematic flow chart of the
integration algorithm is represented below:
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Initially, the components of the total strain increment Deij
� �

fed into ‘UMAT’
are assumed completely elastic and the elastic predictor stresses are calculated using
generalised Hooke’s law by elastic stiffness matrix. But the incremental plastic
strain components within the total of strain increment modify the stress value to the
correct ones [118].

1rij ¼ 0rij þ lDeij þ kTr Deij
� �

Elastic Predictor
� lDepij

PlasticCorrector

ð7:19Þ

where prefix 1 and 0 signify current and previous values, respectively. l and k are
Lame’s constants, required to construct elastic stiffness matrix. Deij is the total strain
increment in that particular time step Tr() expresses the function Tr Deij

� � ¼ Deijdij
(dij is the Kronecker delta) that represents the volumetric strain increment.
Introducing equivalent plastic strain increment with flow vector current state of
stress can be expressed as:

1rij ¼ trialrij � 2GDepeq
3
2

Sij � a0ij
Smises

ð7:20Þ

where previous stress and elastic predictor stress are cumulatively known as trial
stress, and G is the shear modulus (=l/2). The yield function, using the trial stress,
would be:

U ¼ Smises � R� r0 ¼ Strialmises � 3GDepeq � R� r0 ¼ 0 ð7:21Þ

The above expression can be identified as a nonlinear function of Depeq. To
maintain the consistency condition, d/ should be equal to zero, i.e.

dU ¼ @U
@Depeq

dDepeq ¼ 0 ð7:22Þ

And together, in conjunction with the yield function (i.e. / = 0), the expression
below can be solved for Depeq by Newton’s iterative method.

Uþ @U
@Depeq

dDepeq ¼ 0 ð7:23Þ

where

@U
@Depeq

¼ h ¼ nij
@Daij
@Depeq

þ @DR
@Depeq

ð7:24Þ

Substituting above expressions into Newton-Raphson [119] formulation and
rearranging after ith iteration, the value of current back stresses will be:
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a0 ið Þij ¼ a0 i�1ð Þ
ij þDa0ij Dep ið Þ

eq

� �
ð7:25Þ

As the value of back stresses changes depending on the equivalent plastic strain
increment, the von Mises equivalent trial stress will also change. Similarly, the
value of the current isotropic hardening stress will be:

R ið Þ ¼ R i�1ð Þ þDR Dep ið Þ
eq

� �
ð7:26Þ

And, correspondingly the increment of plastic strain increment is expressed as:

dDepeq ¼
Strial ið Þmises � 3GDep ið Þ

eq � R ið Þ � r0
3GþH i�ð Þ ð7:27Þ

where * signifies that H is not completely modified within a time step for every
iterations. The isotropic part of it remains unaltered and be updated after the time
step. The integration scheme adopted in the present coding can be specifically
named as semi-implicit integration scheme. Elastic prediction and radial return
(plastic correction) make the scheme implicit. Incomplete update of the hardening
modulus makes the process semi-implicit integration. For stability, this
semi-implicit scheme is adopted.

Yield criterion is employed as the convergence criterion with some numerical
tolerance. For convergence, if not attained, the equivalent plastic strain increment

will be further adjusted by accumulating calculated increment dDepeq
� �

for the next

iteration (i + 1th) in that time step as:

Dep iþ 1ð Þ
eq ¼ Dep ið Þ

eq þ dDepeq ð7:28Þ

7.7.2 Newton Iterative Method

Newton’s method or Newton-Raphson [119] method is an iterative technique for
finding successively better approximations to the roots of a real-valued function.
This is a very fast method involves the slope or the function derivative to search the
root.

xnþ 1 ¼ xn � f xnð Þ
f 0 xnð Þ ð7:29Þ

Newton method is applied in the implicit plasticity algorithms to find plastic
strain increments for a particular time step solving the nonlinear yield function of
equivalent plastic strain increment.
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7.7.3 Consistent Tangent Modulus

After convergence of the local iteration for the numerical scheme, it is important to
calculate the consistent tangent modulus to preserve the quadratic convergence rate
at global level of finite element calculation. Numerical method is said to be con-
sistent with the tangent modulus when prescribed stress increment for given strain
increment from tangent modulus is consistent with stress calculated by local
numerical scheme. Such tangent matrix is termed as consistent tangent modulus for
the numerical scheme adapted. The consistent tangent modulus is prescribed in a
general form for the Armstrong and Frederick model with radial return algorithm by
Kobayashi and Ohno [112], and Rahaman [108].

7.8 Results and Discussion

Uniaxial cyclic plastic deformations are simulated in ABAQUS CAE (v6.8) com-
mercial finite element platform. The material model along with the parameters is
incorporated through user material subroutine (UMAT). The simulation results are
compared with the experimental results to validate the material model and the
parameters.

7.8.1 Simulation of Saturated Stress–Strain Hysteresis
Loops

The simulation of saturated loops is carried out with kinematic hardening rule
alone. Masing behaviour of the material enables the use of single set of parameters.
The comparison of simulated results with the corresponding experiments is shown
in Fig. 7.12.

7.8.2 Discussion

It is observed in the comparison of results that the six-segmented kinematic hard-
ening rule proposed by Ohno–Wang is suitable for the present material. The KH
parameters calculated from the loading branch of the fully reversed saturated stress–
strain hysteresis loop of highest (0.75%) strain amplitude which is appropriately
captured the nonlinearity in hardening for the material for all the strain amplitudes.
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Fig. 7.12 a Comparison of
(uniaxial) experimental and
simulated stress–strain
hysteresis loops for 0.35%
strain amplitude at saturated
(30th) cycle. b Comparison of
(uniaxial) experimental and
simulated stress–strain
hysteresis loops for 0.50%
strain amplitude at saturated
(30th) cycle. c Comparison of
(uniaxial) experimental and
simulated stress–strain
hysteresis loops for 0.75%
strain amplitude at saturated
(30th) cycle
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7.8.3 Simulation Cyclic Softening with the Exponential
Isotropic Softening Model

The cyclic softening of the material in the first a few transient cycles is attempted to
model through the incorporation of exponential isotropic hardening rule as pro-
posed by Zaverl and Lee [103]. The experimental and simulated saturated stress–
strain hysteresis loops and peak stress softening plots with cycle are shown in
Fig. 7.13 in a comparative manner.

7.8.4 Discussion for the Phenomenological Model

The cyclic softening is well simulated (Fig. 7.13) by the exponential isotropic
hardening law. The related material parameters are found to be calibrated accu-
rately. But the isotropic hardening law is purely empirical mathematical function
and lacks sufficient physical justification.

7.8.5 Simulation Cyclic Softening with the Original
‘Marquis’ Approach

The original marquis approach is implemented with six-segmented OW kinematic
hardening rule. The comparison of initial and 30th cycle of low (0.35%) strain
amplitude experiment is shown in Fig. 7.14. The approach distorts the shape of the
hysteresis loops to simulate softening (Fig. 7.14). The atypical hysteresis curvature
for higher strain amplitudes also causes difficulty in numerical convergence.

7.8.6 Discussion for Original Approach

The Marquis model is based on the concept that, microscopically, dislocation
annihilation is responsible for global softening and dislocation pile-up promotes
hardening. The structure of standard KH rule constitutes of a hardening or pile-up
term and a recovery or annihilation term. The philosophy of the Marquis model is to
fortify or undermine the recovery contribution of the standard KH rules to endorse
cyclic softening or hardening, respectively. The mechanism of the model, though,
somewhat phenomenological uses a plastic strain-based exponential function.
A single cyclic yield stress with no isotropic hardening rules is required in this
approach.

The main difficulty of working with this model is that the mechanism distorts the
hysteresis loop curvature as observed in Fig. 7.14b. At higher strain amplitudes
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Fig. 7.13 a FE simulation
with exponential isotropic
softening rule compared with
experimental peak stresses for
0.35% strain amplitude. b FE
simulation with exponential
isotropic softening rule
compared with experimental
peak stresses for 0.50% strain
amplitude. c FE simulation
with exponential isotropic
softening rule compared with
experimental peak stresses for
0.75% strain amplitude
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(like 0.5% or 0.75%), where hysteresis curvature shows low hardening, FE cal-
culations lead to numerical divergence.

7.8.7 Simulation Cyclic Softening with the Modified
‘Marquis’ Approach

Though the original approach simulates peak stress softening curves in good
agreement with the actual, it fails to simulate the shape of hysteresis loop and also
face divergence in case of high (0.75%) strain amplitude. To overcome the diffi-
culties, a new approach is devised and the simulation results for all strain ampli-
tudes are shown in Fig. 7.15 in a comparative manner with the experimental results.

Fig. 7.14 a FE simulation
with original Marquis’
approach shows good
agreement with experiment at
initial cycles for low strain
amplitude (0.35%). b FE
simulation with original
Marquis’ approach shows
mismatch with experiment in
the plastic zone near
saturation (30th cycle) for
0.35% strain amplitude

162 S. Bhattacharjee et al.



www.manaraa.com

Fig. 7.15 a FE simulation
with modified Marquis’
approach shows good
agreement with experimental
hysteresis loop at saturated
(30th) cycle for 0.35% strain
amplitude. b FE simulation
with modified Marquis’
approach shows good
agreement with experimental
peak stress softening with
cycles for 0.35% strain
amplitude. c FE simulation
with modified Marquis’
approach shows good
agreement with experimental
hysteresis loop at saturated
(30th) cycle for 0.50% strain
amplitude. d FE simulation
with modified Marquis’
approach shows good
agreement with experimental
peak stress softening with
cycles for 0.50% strain
amplitude. e FE simulation
with modified Marquis’
approach shows good
agreement with experimental
hysteresis loop at saturated
(30th) cycle for 0.75% strain
amplitude. f FE simulation
with modified Marquis’
approach shows good
agreement with experimental
peak stress softening with
cycles for 0.75% strain
amplitude
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Fig. 7.15 (continued)
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7.8.8 Discussion for Modified Approach

The original approach of Marquis, i.e. modification of dynamic recovery, is
physically justifiable and reduction of the size of yield surface in deviatoric stress
space without any damage mechanism is an absurd idea. Yet, the present work
adopted such an idea for following reasons:

(1) The reduction of yield value is the manifestation of the increased recovery
(dislocation annihilations) at higher plastic deformation. It is not to be treated as
damage induced softening as per the conventional concept.

(2) In a segmented KH law, dynamic recover is a cumulative influence bounded by
several thresholds. The Marquis approach can be incorporated in segmented
law also, but not in the simplest form. The calibration of parameter would
involve a meticulous procedure with no such improvements in the results than
present model.

The non-Masing behaviour of the material is captured with a variation of initial
yield stresses with strain amplitude. The values are extracted from experimentally
observed initial cycles and finalised by trial and error.

The overall contribution of the ‘Marquis’ function for softening worked nicely.
Cyclic softening is simulated (Fig. 7.15) with good agreements by the function
when applied on cyclic yield stress.

7.9 Closing Remarks

Modelling of cyclic plastic deformation behaviour is quite complex, and a sys-
tematic approach is required. The objective of the work was to study the existing
phenomenological modelling approaches for cyclic softening and apply the same
for SA333 Grade-6 C-Mn steel. During the study, physical justification and
numerical stability of the model motivated a modification and proposed accord-
ingly. The comparison of results clearly shows that:

(1) The hysteresis loop and Bauschinger effect are well taken by six-segmented
Ohno–Wang kinematic hardening law with fully active dynamic recovery.

(2) The set of parameters for Ohno–Wang law can be counted as appropriate for
the material and validate the procedure of extraction from uniaxial LCF data.

(3) A single set of KH parameters was able to describe the plastic curvature for all
strain amplitudes. The non-Masing behaviour of the material is limited in the
elastic range and is captured by the variation of initial yield stresses with strain
amplitudes.

(4) The exponential isotropic softening is successfully replaced by Marquis’s
approach; though for atypical hardening behaviour observed in the hysteresis
loops for some material, the original Marquis approach may fail to converge in
numerical simulations.
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(5) The contribution of the ‘Marquis’ function as softening rule (modified
approach) worked nicely. Cyclic softening is simulated with good agreements
by the function when applied on cyclic yield stress.

Precise simulation of hysteresis loops incorporating accurate estimation of
Bauschinger effect and the Masing behaviour was decisive for the proposed
modification. The model can be used, and its transferability can be tested for
in-phase multi-axial loading conditions, where similar dislocation interactions are
involved.
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Chapter 8
Development and Finite Element
Implementation of a Simple Constitutive
Model to Address Superelasticity
and Hysteresis of Nitinol

Siddhartha Patra, Sarmita Sinha and Abhijit Chanda

8.1 Introduction

In the modern era of engineering and technology, a new class of materials with
exotic properties is coming in a big way. One such new material is Nitinol, an alloy
of Nickel and Titanium, which has been developed by William Buhler in 1961.
It shows unique mechanical properties like superelasticity, shape memory effect [1].
It also possesses special features like high fatigue resistance, kink resistance, high
MR compatibility which make it a very important biomaterial. Already Nitinol has
found wide application in biomedical engineering in the form of self-expandable
stents, intramedullary pins, etc. [2–4].

In last few years, number of research groups worked on the unique mechanical
behavior of this material and reported in details how these properties change with
temperature, strain rate, type of loading, and other parameters [5–10]. Both
superelastic behavior and shape memory effect are thoroughly addressed in these
studies, and various aspects of austenite to martensite transformation have been
reported in details. Some of the research groups have studied the typicality in its
hysteresis loop and shown how it resembles the hysteresis of natural biomaterials
(Fig. 8.1) [5, 11–13] like hair, bone.

Apart from the experimental studies, few attempts have been made to model the
mechanical behavior of Nitinol for computational purpose. In one of the very first
attempts a simple elasto-viscoplasticity-based model is presented [15]. In later
studies, a number of attempts have been made to propose phenomenological models
for superelastic Nitinol in both small [16, 17] and large deformation [18] formu-
lations. All such formulations in essence use the theory of thermodynamics to
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incorporate the concept of a free energy w, which is a function of stress, temper-
ature, and a quantity called transformation strain �tr , which is the manifestation of
transformation from austenite to martensite phase. Such models try to explain
macroscopic behavior from the microstructural aspects and involve parameters that
cannot be directly fitted from the stress–strain diagram. Also, such models cannot
be used for all the different crystalline and amorphous materials which exhibit
superelasticity as shown in Fig. 8.1.

A critical overview of all these above-mentioned experimental studies and
modeling suggests that a comprehensive study involving both experiments and
modeling is not yet there.

The present paper reports a detailed experimental study on the superelastic
behavior of Nitinol wire involving variation of strain rate and hysteresis. It also
proposes a simple constitutive model based on a schematic assembly of basic
mechanical components, which can replicate the superelastic behavior of Nitinol
including the hysteresis loop. The detailed mathematical formulation is also pre-
sented here. The proposed model is based on the observed macroscopic behavior
and unlike previous models does not try to correlate between the macroscopic
behaviors and the microscopic phenomena.

8.2 Experimental Methodology

The material for the experiment was commercially available Nitinol alloy of
0.8 mm diameter. These high strength, super elastic, straight annealed, oxide
surface Nitinol wires were of same composition 56%Ni 44%Ti (VRAS Traders,

Fig. 8.1 Hysteresis loops of
different materials [14]
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India) and from a single batch. As per the information provided by the supplier, the
composition conforms well with ASTM F-2063-05.

To study the hysteresis behavior, a set of controlled tests were done in tensile
mode using a universal testing machine (INSTRON 4204 shown in Fig. 8.2) at a
crosshead speed of 0.5 mm/min and at room temperature. Tests were done at least
three times under identical conditions at room temperature (with ambient temper-
ature around 22 °C) using standard load frame with 50 KN load cell. The load and
displacement were measured by a load cell and crosshead movement, respectively.

All the tests including only loading as well as hysteresis tests were performed at
a relatively low range of loading rates in order to minimize the self-heating effect
caused by the transformation latent heat. Loading tests were done at three different
loading rates so as to identify the effect (both quantitative and qualitative) of
loading rate on deformation pattern.

Fig. 8.2 Arrangement for
tensile testing (arrow shows
the padding used for holding
Nitinol wire)
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8.3 Results and Discussion

In the uniaxial loading–unloading test shown in Fig. 8.3, two things could be
clearly noted. Firstly, it was found that even after crossing the horizontal plateau of
loading curve, the specimen could be brought back to its original position, thus
creating a hysteresis loop. Secondly, the loading and unloading curves did not
follow identical paths; i.e., there is some sort of strain energy accumulation in the
system.

Figure 8.4 shows how the load-deformation pattern varied with loading rates. All
the curves revealed that almost identical superelastic nature was observed; however,
there was minor variation in the horizontal part of the curve. The extent of horizontal
part slightly varied showing a slight increase in the slope with an increase in loading
rate. Table 8.1 presents the data available from the experimental studies which
further revealed that low variation of loading rate did not have prominent effect on
elastic strain, neither on ultimate tensile stress (UTS). It may be noted that the
material possesses considerably high UTS and unusually high elastic strain, and in
both the cases, the extent of variation was well within experimental scatter.

8.4 Formulation of the Computational Model

Based on the observation of the previous section, we have proposed a new con-
stitutive model for Nitinol. The model we propose here is easy to implement, and
the parameters of the model are easy to identify. In the following part, we would
explain the step-by-step development of the model. At first, we would address the
superelastic behavior of the material along with the development of the hysteresis
loops. Later, we would incorporate strain hardening and rate dependency.

Fig. 8.3 Hysteresis at room
temperature
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Fig. 8.4 Load-deformation diagrams of 0.8 mm diameter Nitinol wire at room temperature.
a 0.5 mm/min speed. b 1 mm/min speed. c 5 mm/min speed

Table 8.1 Experimental data for Nitinol (0.8 mm) varying with strain rate at room temperature

S. No. Parameters Speed 0.5
mm/min

Speed 1
mm/min

Speed 5
mm/min

1 Gauge length (mm) 20.65 22.98 22.04

2 Peak load (KN) 0.6403 0.6510 0.6510

3 Peak extension (mm) 4.46 5.03 5.67

4 Break load (KN) 0.5503 0.5611 0.5691

5 Break extension (mm) 4.73 5.23 5.78

6 % elongation at peak 21.59 21.89 25.73

7 % elongation at break 22.90 22.76 26.23

8 Ultimate tensile strength (Mpa) 1273 1295 1295.1

9 Area under the curve (mm2) 1725 1801.25 2240
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Schematic representation of material behavior has inspired various material
models including elasto-plasticity, viscoplasticity, viscoelasticity. The new material
model has also been built upon such schematic representation. Table 8.2 depicts the
schematic and stress strain behavior of various material models including the
proposed new material model. Incorporation of rigid walls at the two sides of the
moving block puts a limit on the extent of plastic deformation. In short, even with
rj j[ ry the stress continues to increase and the purely elastic deformation con-
tinues to happen if the moving block reaches one of the rigid walls and further
pressed against it.

In order to model hysteresis loop of superelastic Nitinol, we additionally
incorporate two parameters, namely the initial stress rin and the initial strain �in as
shown in Fig. 8.5. The initial strain is merely the starting position of the block, and
the initial stress can be thought of some sort of kinematic hardening stress (back
stress) induced through a very slack spring (spring stiffness � E) which is heavily
compressed.

In addition, we have kept the provision for linear isotropic and kinematic
hardening.

The advantage of such a constitutive model is that the material parameters can be
readily obtained from the stress–strain diagram and does not require an additional
effort for fitting material parameters through an error minimization technique such
as genetic algorithm. Also, the significance of each material parameter is readily
understood. This helps in using the model for different materials which show
similar macroscopic behavior (Fig. 8.1) irrespective of their microstructural
behavior. Also since the concept of simple mechanics is used to develop such
models, they automatically satisfy the laws of thermodynamics.

Here, we have presented the numerical scheme for implementing the multiaxial
version of the said material model through user-defined routines available with any
finite element tool (such as ABAQUS UMAT or ANSYS USERMAT). Such
routines are called at each integration point at each global iteration. The main input
to such routines is the total strain increment Dε for the step, and the main outputs

are the stress r, the plastic strain increment Dεp, and the consistent tangent Ct :
dr
dDε.

The superscript 0 is associated with quantities from the previous step. Von Mises
yield criterion is used in this algorithm.

At first, we inspect the possibility of a completely elastic step.

r� ¼ r0 þDDε ð8:1Þ

D in the above equation represents elastic stiffness tensor. Next, we check if the
yield criterion is satisfied. For that, we need to define an effective stress as follows.

reff :¼ r� � a0 � rin ð8:2Þ
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Fig. 8.5 Schematic model for superelasticity. a Schematic outline. b Stress–strain response

A new scalar variable x is introduced.

x :

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3
2 r

T
effPreff

q
r0y

ð8:3Þ

If x� 1, our assumption of completely elastic step holds true and thus r ¼ r�

and Ct ¼ D and the algorithm is exited. Else, one needs to proceed with the plastic
deformation calculation. The isotropic hardening Dry ¼ kH and the kinematic
hardening a ¼ 2

3CDεp, where k is the equivalent plastic strain increment. Thus, we
define a new parameter w1 as follows.

w1 ¼ HþCþ 3l ð8:4Þ

In Eq. (8.4), l represents the shear modulus.
Using the radial return algorithm [19–20] depicted in Fig. 8.6, the yield surface

can be represented by Eq. (8.5).

r� ak k :¼ r� � 2lDεp � a0 � Da
�� �� ¼ r0y þ kH

) x� 1ð Þr0y ¼ w1k
ð8:5Þ

The expression for the trial plastic strain is obtained as follows.

Dε�p :¼
3

2w1

x� 1
x

Preff ð8:6Þ

Now, we would check if the strain limit criterion is satisfied. Thus, a new scalar
variable y is introduced.

y :¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2
3 Dεp;eff
� �TPDεp;effq

Dε
ð8:7Þ
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The effective plastic strain increment, Dεp;eff , in Eq. (8.6) is represented by
Eq. (8.7).

Dεp;eff := ε0p þDεp � εin ð8:8Þ

If y� 1, the plastic strain increment Dεp ¼ Dε�p and the consistent tangent is
represented by Eq. (8.8).

Ct ¼ I � DAð ÞD ð8:9Þ

Else, the plastic strain increment

Dεp ¼ Dεp;eff
y

þDε�p � ε0p ð8:10Þ

and the consistent tangent

Ct ¼ I � DBAð ÞD ð8:11Þ

Expressions for the matrices A;B in Eqs. (8.9)–(8.11)are given in the Appendix.
Stress for both the cases is given by Eq. (8.11).

r ¼ r� � DDεp ð8:11Þ

Fig. 8.6 Radial return on octahedral plane
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The yield stress value must also be corrected for the next iteration. Thus,

r0y ¼ r0y þ kH ð8:12Þ

Although we have presented a rate-independent plasticity-based model here,
with a substantial number of experimental data suggesting rate dependency, vis-
coplasticity can be incorporated in the current model with minor modifications.

We implemented the above formulation using ABAQUS UMAT and conducted
simulations on tensile test. The parameters are listed in Table 8.3. FE simulation
results visually resemble the experimental data as could be verified from Fig. 8.7.

The rate dependence study was conducted with three different loading rates, i.e.,
0.5, 1, and 2 mm/min. When converted to strain rates, they would be
_ε ¼ 0:000404=s; 0:000725=s and 0:003781=s, respectively. Figure 8.8 shows the

Table 8.3 Material parameters for superelastic behavior of Nitinol

E (MPa) 15,009

ry (MPa) 176.2

rin(MPa) �118:9 �118:9 237:9 0 0 0½ �T
εin �0:029 �0:029 0:058 0 0 0½ �T
Dε 0.058

C (MPa) 293.3

H (MPa) 0.0

Fig. 8.7 Hysteresis in stress–strain plots, experiment versus simulation
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true stress–true strain plots for three different strain rates. For each plot, the stress–
strain curve can be divided into three linear segments, marked in Fig. 8.8 with
numbers (1, 2, 3), with the last segment extending up to ultimate stress point.

Clearly, a rate dependency with positive strain rate sensitivity is observed. The
difference of stresses between the highest and lowest strain rate (ratio � 10) is
found to be about 150 MPa. Thus, the material behavior in the segment 2 can be
associated with viscoplasticity. Viscoplasticity can be incorporated in a constitutive
model by using a simple power law [21] given by Eq. (8.13).

rv ¼ K _εnp ð8:13Þ

Here, K and n are material parameters.
However, a closer inspection of the segment 2 of each curve revealed strain

rate-dependent hardening of the material with hardness increasing with strain rate as
could be seen in Fig. 8.9.

Thus, the strain rate-dependent part of the stress is also strain dependent. This
behavior can be incorporated in the constitutive relation [22, 23] by using
Eq. (8.15).

rd ¼ rs þ L εp
� �

_εp ð8:14Þ

where rd is the dynamic stress, i.e., the stress with a finite strain rate, and rs is the
quasi-static stress. L represents the strain-dependent hardening term.

We defined the viscoplastic stress as

Fig. 8.8 True stress–true strain plots for different strain rates
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rv ¼ H _εpεp ð8:15Þ

where H is a material parameter. While fitting H parameter, corrections are to be
done to account for the conversion from total engineering strain rate to true plastic
strain rate.

The incremental form of the above equation is given by Eq. (8.16).

Drv ¼ H
k
Dt

� �
k ð8:16Þ

where k
Dt represents the average strain rate during the step.

The viscoplastic stress, rv, is then incorporated in the model with a minor
modification of Eq. (8.5) as given by Eq. (8.17).

x� 1ð Þr0y ¼ w1kþDrv
k
Dt

; k

� �
ð8:17Þ

This is a nonlinear equation in k, thus requiring a numerical technique for
solution such as Pegasus method [24]. The expression for tentative plastic strain
increment given by Eq. (8.6) should now be modified to more general expression
given by Eq. (8.18).

Fig. 8.9 Dependence of strain hardening on strain rate
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Dε�p ¼
3k
2xr0y

Preff ð8:18Þ

Then, from the expressions of the consistent tangent matrices given by Eq. (8.9)
and Eq. (8.11), matrix A should now be replaced with matrix A, expression for
which is given in the Appendix. Thus, the modified expressions for consistent
tangents for y� 1 is

Ct ¼ I � DA
� �

D ð8:19Þ

and for y[ 1 is

Ct ¼ I � DBA
� �

D ð8:20Þ

Finally, the yield stress must be updated strain rate-dependent hardening. Thus,

r0y ¼ r0y þDrv þHk ð8:21Þ

Table 8.4 lists the values of the material parameters for the rate-dependent
model.

The comparison of the results from the finite element simulations with the
experimental data is shown in Fig. 8.10. Figure 8.10a shows the comparison
between experimental data and the simulation results with power law fit (Eq. 8.13).
Simulation results show decent match with experimental data for two strain rates
_� ¼ 0:000404=s and _� ¼ 0:000725=s. However, for the highest strain rate _� ¼
0:003781=s the viscoplastic stress matches the average value but the natures of the
curves are different.

Figure 8.10b shows the comparison between experimental data and the simu-
lation results using strain rate-dependent hardening (Eq. 8.15) and shows signifi-
cant improvement over the previous fit. The simulation results show good
agreement for each strain rate.

Table 8.4 Material
parameters after incorporation
of viscoplasticity

E (MPa) 16,590

ry (MPa) 193

rin(MPa) �135 �135 270 0 0 0½ �T
εin �0:022 �0:022 0:044 0 0 0½ �T
Dε 0.0436

C (MPa) 381.8

H (MPa) 0.0

H (MPa-s) 630,158
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Fig. 8.10 Strain rate dependence: experiment versus simulation. a Using power law (Eq. 8.13).
b Using strain rate-dependent hardening (Eq. 8.15)
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8.5 Conclusion

The experimental results suggest that Nitinol wire undergoes superelastic defor-
mation under uniaxial load and forms a clearly defined hysteresis loop while
unloaded. Based on the experimental observation, a new material model is proposed
using a convenient schematic arrangement of friction block, spring, and rigid walls.
The variation of stress due to the variation of strain rate (about 150 MPa of stress
variation for a highest to lowest strain rate ratio of about 10) has been accurately
modeled by incorporating a strain rate-dependent hardening term in the constitutive
relation. This proposed model is simple to implement yet efficient at replicating the
superelastic as well the as viscoplastic behavior of Nitinol. Thus, we ascertain that
the material model can also be used for materials that show superelasticity either
due to phase transformation or any other microstructural behavior.

Appendix

A :¼ dDε�p
dreff

¼ 3
2w1x

x� 1ð ÞPþ 3
2x2r0 2y

PreffrTeffP

" #
;

A ¼ 3
2xr0y

kPþ 1

x r0y

� 	2

ry

w1 þ dDrv
dk

� k
x

0
@

1
APreffrTeffP

2
64

3
75;

B :¼ dDεp
dDε�p

¼ 1
y

I � 2
3y2Dε2

Dεp;effDε
T
p;effP


 �
;

P ¼ 1
3

2 �1 �1 0 0 0
�1 2 �1 0 0 0
�1 �1 2 0 0 0
0 0 0 6 0 0
0 0 0 0 6 0
0 0 0 0 0 6

2
6666664

3
7777775
;

P ¼ 1
3

2 �1 �1 0 0 0
�1 2 �1 0 0 0
�1 �1 2 0 0 0
0 0 0 1:5 0 0
0 0 0 0 1:5 0
0 0 0 0 0 1:5

2
6666664

3
7777775
:
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Chapter 9
Abrasive Jet Machining: Drilling
of Porcelain Tiles and Soda Lime Glass

Tina Ghara, G. Desta, Santanu Das and Barun Haldar

9.1 Introduction

The manufacturing industries often face problems while machining of hard-brittle
materials. Sometimes, problem stands with dimensional accuracy and surface
quality of the engineering components, and conventional machining processes often
fail to fulfill these requirements. In such cases, special machining processes like
some non-traditional machining processes may be undertaken to produce products
as per specifications. In abrasive jet machining process, the micro-abrasive particles
are being mixed into a high-velocity gas flow line to form an abrasive jet for
removing materials by means of erosion. The abrasive particles beget a velocity
near about 300 m/s [1] to target and hit the work surface. The mode of material
removal for brittle material is micro-fracturing [2], and for ductile material, it is
micro-cutting [3–5]. The AJM is advantageous due to

• it’s flexible machine components.
• less heat effects on the workpiece as the growing micro-compressive residual

stress produces micro-crack and removes material [6].
• no burr formation behind machined surfaces.
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The abrasive jet system is utilized for various purposes like cutting [7], drilling
[8], grooving [9], engraving [10] of different materials, viz. glass, ceramics, ferrous
materials, and polymers [11] also. The abrasive jet has unique applications on the
removal of bar [12] and rounding of sharp machined edges. The erosive property
[13] testing of any material can be performed against abrasive jet. It is a promising
technology for processing damage-free micro-part features like micro-slots, chan-
nels, micro-holes on ceramics and semiconductors for the microelectromechanical
systems (MEMS) manufacturing, micro-fluidic devices, and optoelectronic com-
ponents [14, 15] applications.

In AJM, the brittle and ductile both the materials are removed by means of
erosion. The erosion rate of brittle material is high at the abrasive jet impact angle
of 90°, whereas for ductile materials, erosion rate is maximum at the abrasive jet
impingement angle of 20–30° [16]. However, the rate of material removal by
abrasive jet increases with increasing nozzle diameter and jet pressure up to a
particular level. Furthermore, the erosion rates of different materials tend to increase
at elevated temperature. Balasubramaniam et al. [17] reported the influential effects
of some machining parameters on the effectiveness of AJM. The MRR and pene-
tration rates were found to increase with abrasive particle size. Also with increase in
SOD, the entry side diameter of holes, MRR, and edge radius increase. The MRR
and edge radius also increase with increasing velocity of the jet.

The different types of abrasive grit particles are utilized for abrasive jet material
processing such as silicon dioxide, glass beads, sodium bicarbonate, dolomite,
silicon carbides, aluminum oxides, boron carbides [18], etc. The abrasive
micro-machining is one of the powerful methods for hard and brittle materials
dimpling [19]. Fine abrasives are appropriate for micro-machining [20–22]. In
conventional AJM, as the machining progresses, the taperness in machined hole can
be controlled by changing standoff distance.

Some researchers focused on investigating the characteristics of abrasive jets and
observed the effects of several machining parameters on the process efficiency.
Some other investigations dealt with carrier gas, shape and size of nozzle, nozzle
wear, abrasive jet velocity, jet pressure, stand off distance (SOD), etc. The per-
formance of the process was explained in connection with MRR and surface finish
of work pieces. A few works were performed on modeling the process. The carrier
media, by which abrasive particles are mobilized, plays a significant role in
improving the efficiency of the process. Few researchers [23, 24] employed hot air
for carrying abrasives to explore the effect of that hot media on the process per-
formance of the abrasive jet. Surprisingly, the material removal rate was found to
increase due to that hot abrasive jet employed. Moreover, the surface roughness of
the machined parts was observed to decrease.

The glass sheet drilling by abrasive jet was performed by El-Domiaty et al. [25].
Material removal rates obtained from this experiment were close to each other
within an error of 20%. Kandpal et al. [26] carried out experiments to machine
ceramic and glass using Al2O3 and SiC abrasives in AJM to analyze the effects of
different process parameters. In another work, Rao et al. [27] investigated the effect
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of process parameters on the rate of material removal of abrasive jet machining of
epoxy glass fiber composite by silicon carbide abrasive with size 60 lm using
tungsten carbide nozzles having diameters 3, 4, and 5 mm. They used three pres-
sure levels of 4, 6, 8 kg/cm2 and three different nozzle tip distances of 6, 8, and
10 mm. The prime MRR value was investigated through RSM technique at
8 kg/cm2 pressure and a 4-mm-diameter nozzle having 10 mm SOD.

The AJM performance of sea bed sand on glass was analyzed by Pawar et al.
[28] using silicon carbide and mild steel nozzles. They noticed that with increasing
work feed rate, the cut width increases. It is also found that taper cut becomes more
at higher SOD and work feed rate. It was observed that silicon carbide nozzle has
more life than mild steel nozzle. They also revealed that material removal takes
place due to brittle fracturing with silicon carbide nozzle. In case of mild steel,
nozzle material was eroded by means of ploughing action.

Verma and Lal [29] performed experiments in abrasive jet machining on a
designed setup using aluminum oxide abrasives of grain sizes 25, 30, 38, and 48 lm,
taking dry air as the carrier gas with pressure 9.81 � 104 to 29.43 � 104 N/m2 using
WC nozzle of diameter 0.7 mm. The effects of different parameters affecting material
removal rate were observed. They observed that the maximum values of MRR and
penetration rate are obtained at different SODs. They also suggested that deburring
and finishing can be done effectively with larger SODs, whereas smaller SOD is good
for micro-drilling.

Srikanth et al. [30] performed drilling by abrasive jet on glass sheets, by vary-
ing different parameters to assess the machinability of the material. The effects of
machining parameters on MRR were explored by Taguchi technique. High MRR
was observed at 8 kg/cm2 pressure with 4 mm diameter nozzle at 10 mm SOD.
Whereas air pressure of 6 kg/cm2, 3 mm diameter nozzle with 9 mm SOD show in
less kerf.

Some studies and experiments were conducted by Ray et al. [31] on abrasive jet
drilling to study the effects of different machining parameters on MRR. They used
SiC abrasive of grain size 60–120 lm and stainless steel nozzles having 1.83 and
1.63 mm diameters. It was observed that material removal factor (MRF) becomes
maximum at a range of pressure 2–3 kgf/cm2. They also found out that higher SOD
is more preferable for higher MRR and higher pressure and lower SOD is preferable
for precision work.

In another work, a model of AJM was designed and developed by Shriyan et al.
[32] for drilling study on glass using silicon carbide abrasive having 50 lm and
90 lm grit sizes to investigate the effects of operating parameters on AJM process
performance. They concluded from their work that abrasive size and jet pressure
have a significant effect on material removal, whereas angle of taper depends only
on the jet pressure.

Ghobeity et al. [33] worked on the improvement of process repeatability in AJM.
A mixing device was introduced within the pressure reservoir to ensure that the
abrasive powder remains loose and may flow freely.

The effects of AJM parameters on material removal rate and the diameter of
drilled holes in glass plates using SiC were studied by Mahajan [34]. The upper and
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lower side diameters of drilled holes were observed to increase with SOD. Besides,
the MRR was also found to increase with pressure. The machining of
fiber-reinforced plastics (FRPs) was observed by abrasive jet. The parametric
optimization of machining FRP was performed by Srikanth et al. [35] and Reddy
et al. [36].

Sharma and Deol [37] also examined the effects of AJM parameters on MRR,
overcut, taper cut on machining of glass fiber-reinforced plastic using tungsten
carbide nozzle with diameters 1.2, 1.5, 2.3 mm by silicon carbide abrasive with grit
size 70 lm. The MRR was found to increase with pressure and nozzle diameter.
However, with increase in SOD, MRR decreases. It was also seen that taper cut and
overcut reduce with increase in nozzle diameter and jet pressure and decrease with
SOD.

Roughness of the machined surface is an area of concern in AJM. Gavaskar et al.
[38] studied the process parameters which affects the surface roughness in AJM
process. They identified the major process parameters affecting the surface
roughness are abrasive flow rate, time and cutting speed, feed rate, abrasive particle
size, etc.

Abrasive jet system was scarcely designed and fabricated indigenously for
performing different activities. The objectives of the observations were to develop
an abrasive jet machine setup for experimental investigations of various aspects of
abrasive jet applications. Thus, the specific objectives of the investigation were:

• Development of a cost-effective experimental abrasive jet machine setup with
abrasive flow rate controller.

• Experimental investigations on abrasive jet machining performance on cutting
of various materials like glass, tiles, etc.

• To evaluate the influence of machining parameters like abrasive carrier gas
pressure, flow rate, SOD on machined holes.

9.2 Experimental Investigations

9.2.1 Setup Development

An abrasive jet machine setup is designed indigenously to perform machining
operations. The setup (Fig. 9.1) is manufactured and supplied by ‘Asian Drilling
Industries, Kolkata’ as per the designed specification placed. The nozzle and
nozzle-workpiece system are shown in Figs. 9.2 and 9.3 respectively.
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Hopper 

Abrasive 
chamber 

Flow speed 
controller 

Flow controller 

Machining Chamber 

Nozzle

Workpiece

Fig. 9.1 Photograph of the developed abrasive jet processing setup at KGEC, Kalyani, India

Fig. 9.2 Photograph of the
nozzle
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9.2.2 Experimental Conditions and Process Parameters

The whole experiment was performed in the newly developed setup under certain
experimental conditions which are shown in Table 9.1. Three levels of two
parameters (i.e., pressure and standoff distance) were chosen to conduct experi-
ments. Table 9.2 shows the selected process parameters.

9.2.3 Procedure of Experiment

For this experimental work, riverbed sand of 425 lm grain size and 300 lm grain
size was collected using a sieve shaker. It was observed that sand of 425 lm size

Fig. 9.3 In set photograph of
the nozzle-workpiece system

Table 9.1 Experimental
conditions used in the
investigation

Carrier medium Air

Abrasive Sand (300 µm), SiC (250 µm)

Flow rate of abrasive 700 g/min

Nozzle diameter 2 mm

Nozzle material Stainless steel

Workpiece material 1. Porcelain tiles
2. Soda lime glass

Table 9.2 Process
parameters used for the
experiment

Parameter Level 1 Level 2 Level 3

Pressure (kg/cm2) 6 7 8

Standoff distance (mm) 2 4 6
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was not suitable for 2-mm-diameter stainless steel nozzle as it was getting blocked
the nozzle. So, sand of size 300 lm and SiC of size 250 lm were used for the
experimental investigation.

For starting the experiments, first the compressor was set ON, and the particular
pressure was set by pressure regulator. The nozzle was set at a particular SOD
above the work piece. By using a particular type of abrasive, drilling operation was
performed for 10 s that is kept constant for drilling all the holes. For different
combinations of process parameters and all types of abrasives, the same procedure
was followed. Then, the types of the holes generated were observed. The diameter,
taper angle, and out of roundness of the holes were also measured.

9.3 Experimental Investigations

9.3.1 Results and Discussion on Experiment Set-I

In this set of experiment, drilling on 5.8 mm thick tiles was performed by river bed
sand of 300 lm grain size. The results obtained from this set of the experiment are
tabulated in Table 9.3. In experiment set-I, blind holes were generated (Fig. 9.4) for
all combinations of process parameters. It may be due to high degree of friability of
the sand used. The microscopic views of the holes are shown in Fig. 9.5, which
show the edges and bottom surface of the holes clearly and may depict the quality
of the holes.

Table 9.3 Results of drilling of tiles using sand as the abrasive (expt. set-I)

Sl.
no.

Pressure
(kg/cm2)

SOD
(mm)

Time
(s)

Diameter of hole
(mm)

Taper
angle
(°)

Out of
roundness
(mm)

Type of hole
observed

Upper
surface

Lower
surface

1 6 2 10 4.136 – – 0.552 blind hole of
oval cross
section

2 7 2 10 4.152 – – 0.154 blind hole

3 8 2 10 4.086 – – 0.179 blind hole

4 6 4 10 5.124 – – 0.179 blind hole of
larger diameter

5 7 4 10 5.076 – – 0.178 blind hole with
two step

6 8 4 10 5.434 – – 0.178 blind hole

7 6 6 10 6.374 – – 0.235 blind hole of
larger diameter

8 7 6 10 5.92 – – 0.284 blind hole

9 8 6 10 6.908 – – 0.186 blind hole
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The hole diameters are plotted against pressure as shown in Fig. 9.6. It is
observed from Fig. 9.6 that the hole diameter increases with increasing SOD for a
particular pressure, but it remains almost same with respect to pressure for a par-
ticular SOD. The reason behind this may be attributed to the diverging nature of the
jet. With increase in stand off distance, the diversion of jet is more, so the diameter
of cut becomes more.

As the generated holes are blind, taper angles are not measured due to the
difficulty in measuring the lower surface diameter.

The out of roundness of the generated holes was measured and plotted against
pressure at different SODs as shown in Fig. 9.7. From the plot, it can be said that
the variation of out of roundness of the holes do not follow any direct relationship

Fig. 9.4 Photograph of the machined holes (machined using sand) on tiles

 

1 32 

98 7 

65 4 

Fig. 9.5 Microscopic views of the machined hole using sand on tiles
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with pressure and SOD. It may be due to the characteristics of the nozzle, flow
characteristics of the jet, inhomogeneity in material characteristics, etc.

At the 6 kg/cm2 pressure and 2 mm SOD, the machined hole took oval shape
may due to some inhomogeneity nature of the machined material.

9.3.2 Results and Discussion on Experiment Set-II

In this set, drilling on 2.37 mm thick glass sheet was performed using sand having
300 lm grit size. The results obtained from this experiment set are shown in
Table 9.4.

The blind holes were produced in this set of experiments on 2.37 mm thick glass
plate which is shown in Fig. 9.8. The microscopic views of the holes are shown in
Fig. 9.9 where the edges and bottom surface of the holes are clearly seen. In this
case also, taper angles could not be measured due to blindness of the holes.
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Fig. 9.6 Plot of variation of hole diameter with pressure at different SODs (expt. set-I)
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Fig. 9.7 Plot of variation of out of roundness with pressure at different SODs (expt. set-I)
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The results shown in Fig. 9.10 indicate that the diameter of hole increases with
increasing SOD which is quite natural as observed for tiles also. But the values of
hole diameter are nearer to each other with respect to pressure at a particular
standoff distance.

Figure 9.11 shows the variation of out of roundness of holes with respect to
pressure. The variation of out of roundness is observed to be random in nature
without any direct relationship due to flow characteristics of jet and workpiece
material characteristics.

9.3.3 Results and Discussion on Experiment Set-III

In this set of experiment, drillings on 5.8 mm thick tiles are performed by SiC
having 250 lm grain size. The results obtained from this experiment set are shown
in Table 9.5. It is observed that at a lower SOD, blind holes are generated.
As SOD increased, holes generated become through as shown in Fig. 9.12a–c. It
may be due to the fact that at lower SOD, a lot of congestion take place between

Table 9.4 Results of drilling of glass using sand as the abrasive (expt. set-II)

Sl.
no.

Pressure
(kg/cm2)

SOD
(mm)

Time
(s)

Diameter of hole
(mm)

Taper
angle
(°)

Out of
roundness
(mm)

Type of hole
observed

Upper
surface

Lower
surface

1 6 2 10 4.168 – – 0.122 blind hole

2 7 2 10 4.054 – – 0.122 blind hole

3 8 2 10 4.07 – – 0.113 blind hole

4 6 4 10 4.752 – – 0.13 blind hole of
larger diameter

5 7 4 10 5.012 – – 0.138 blind hole

6 8 4 10 4.558 – – 0.146 blind hole

7 6 6 10 5.482 – – 0.122 blind hole of
larger diameter

8 7 6 10 5.384 – – 0.227 blind hole

9 8 6 10 5.434 – – 0.13 blind hole

Fig. 9.8 Photograph of the machined holes on glass using sand
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abrasive and eroded particles. A lot of collision may take place between outgoing
abrasive particles with rebounded abrasive particles and eroded particles. It is also
observed that at further higher stand off distances, some blind holes are formed. It
may be due to the reduction of pressure and jet velocity at a far-off position from the
nozzle. The microscopic views of the holes are shown in Fig. 9.13.
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Fig. 9.9 Microscopic views of the machined holes on glass
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Fig. 9.10 Plot of variation of hole diameter with pressure at different SODs (expt. set-II)
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Fig. 9.11 Plot of variation of out of roundness with pressure at different SODs (expt. set-II)

Table 9.5 Results of drilling of tiles using SiC as the abrasive (expt. set-III)

Sl.
no.

Pressure
(kg/cm2)

SOD
(mm)

Time
(s)

Diameter of hole
(mm)

Taper
angle
(°)

Out of
roundness
(mm)

Type of hole
observed

Upper
surface

Lower
surface

1 6 2 10 4.622 – – 0.122 blind hole

2 6 2 10 4.346 – – 0.105 blind hole

3 6 2 10 4.476 – – 0.187 blind hole

4 7 2 10 3.908 – – 0.121 blind hole of
lesser diameter

5 7 2 10 3.958 – – 0.121 blind hole of
lesser diameter

6 7 2 10 4.412 – – 0.170 blind hole

7 8 2 10 4.444 – – 0.122 blind hole

8 8 2 10 4.444 – – 0.227 blind hole

9 8 2 10 3.778 – – 0.097 blind hole of
lesser diameter

10 8 4 10 5.968 – – 0.106 blind hole of
larger diameter

11 8 4 10 5.854 4.006 9.036 0.105 bhrough hole

12 8 4 10 5.06 3.6 7.16 0.106 bhrough hole

13 7 4 10 4.638 – – 0.187 blind tapered
hole

14 7 4 10 4.978 – – 0.219 blind tapered
hole

15 7 4 10 4.996 3.358 8.023 0.171 through hole

16 6 4 10 5.092 – – 0.138 blind hole

17 6 4 10 5.628 – – 0.146 blind hole

18 6 4 12 5.416 3.958 7.15 0.170 through hole

19 6 6 10 7.054 – – 0.113 blind ‘U’-shaped
hole of larger
diameter

(continued)
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The variation of hole diameter plotted against pressure is shown in Fig. 9.14. It
is observed from the figure that hole diameter increases with SOD at a constant
pressure. The reason may be due to the diverging nature of the jet as stated earlier.

The taper angles measured for the generated holes are plotted with respect to
pressure shown in Fig. 9.15. The plot clearly shows that at 2 mm SOD, blind holes
are produced by the abrasive jet. It is also observed that for a particular stand off
distance, taper angle has an increasing trend with pressure.

The out of roundnesses of the generated holes are plotted against pressure for
different fixed values of SOD as shown in Fig. 9.16. From the plot, it is observed
that the variation of out of roundness of the holes also do not follow any direct
relationship with pressure and SOD. Also, their spreads are random in nature.

Table 9.5 (continued)

Sl.
no.

Pressure
(kg/cm2)

SOD
(mm)

Time
(s)

Diameter of hole
(mm)

Taper
angle
(°)

Out of
roundness
(mm)

Type of hole
observed

Upper
surface

Lower
surface

20 6 6 10 6.162 4.622 7.549 0.235 through hole

21 6 6 10 6.682 5.79 4.39 0.154 through hole

22 7 6 10 6.276 4.866 6.92 0.203 through hole

23 7 6 10 7.072 2.448 21.7 0.162 through hole,
‘U’-shaped

24 7 6 10 6.228 4.996 6.052 0.146 through hole

25 8 6 10 5.904 3.632 11.06 0.121 through tapered
hole

26 8 6 10 7.218 – – 0.122 blind ‘U’-shaped
hole of larger
diameter

27 8 6 10 6.276 4.558 8.41 0.146 through hole

28 8 6 10 6.13 4.022 10.28 0.138 through hole

Fig. 9.12 (a–c) Photographs of the machined hole (using SiC) on tiles
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Fig. 9.13 Microscopic views of the machined holes (using SiC) on tiles
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It may be due to the characteristics of the nozzle, flow characteristics of jet,
hardness and compactness of the workpiece material, etc.

9.3.4 Results and Discussion on Experiment Set-IV

In this experiment set, drilling of 2.37 mm thick glass is performed by SiC of
250 lm grain size. The results obtained are shown in Table 9.6.

In this set, blind holes are formed at lower pressure (Fig. 9.17) as hardness of the
glass is high and the bonding strength is more, thereby possibly resulting in less
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Fig. 9.14 Plot of variation of hole diameter with pressure at different SODs (expt. set-III)
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Fig. 9.15 Plot of variation of taper angle with pressure at different SODs (expt. set-III)
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Fig. 9.16 Plot of variation of out of roundness with pressure at different SODs (expt. set-III)
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erosion. So, the jet is unable to cut through the full thickness at lower pressure.
Figure 9.18 shows the microscopic views of the generated holes.

In Fig. 9.19, results indicate that diameter of hole increases with SOD. It is quite
natural as observed during machining of tiles also. But at a particular stand off
distance, values of hole diameter are nearer to each other with respect to pressure.

Taper angle of holes is also plotted against pressure as shown in Fig. 9.20. From
the plot, it is visualized that at 6 kg/cm2 pressure, no through hole is formed. It is
also observed that at a pressure of 7 kg/cm2, taper angle increases with SOD. But at
8 kg/cm2 pressure, taper angle slightly decreases with increasing SOD.

In Fig. 9.21, variation of out of roundness of the holes with respect to pressure is
shown. The variation of out of roundness is observed to be random in nature. There
is also no direct relation found between out of roundness and pressure or SOD
which may be due to the workpiece material characteristics, flow characteristics of
jet, etc.

Table 9.6 Results of drilling of glass using SiC as the abrasive (expt. set-IV)

Sl.
no.

Pressure
(kg/cm2)

SOD
(mm)

Time
(s)

Diameter of hole
(mm)

Taper
angle
(°)

Out of
roundness
(mm)

Type of hole
observed

Upper
surface

Lower
surface

1 6 2 10 4.136 – – 0.105 blind hole

2 7 2 10 4.25 – – 0.097 blind hole

3 8 2 10 4.168 1.102 32.89 0.219 through
tapered hole

4 6 4 10 5.158 – – 0.122 blind hole of
larger diameter

5 7 4 10 5.254 3.86 16.38 0.219 through hole

6 8 4 10 4.768 3.032 20.11 0.235 through hole

7 6 6 10 5.724 – – 0.137 blind hole

8 7 6 10 6.034 3.454 28.56 0.203 through
tapered hole

9 8 6 10 6.584 4.688 21.80 0.098 through hole

Fig. 9.17 Photograph of the machined holes(using SiC) on glass
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Fig. 9.18 Microscopic views of the machined holes (using SiC) on glass

0
2
4
6
8

6 7 8H
ol

e 
di

am
et

er
(m

m
)

Pressure (kg/cm²)

Fig. 9.19 Plot of variation of hole diameter with pressure at different SODs (expt. set-IV)
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9.4 Conclusions

In this work, machining performance of an indigenously made abrasive jet system
is investigated by performing drilling operations. From this experimental investi-
gation, the following inferences may be drawn:

• The SiC abrasive has more cutting ability than silica sand.
• The machined hole diameters have an increasing trend with the increasing of

SOD in a particular pressure.
• The variations of out of roundness in the machined holes are observed to be

almost random which may due to the abrasive jet flow characteristics,
and workpiece material inhomoginity.
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Chapter 10
Friction Stir Welding
of Low-Carbon Steel

Avinish Tiwari, Piyush Singh, Pankaj Biswas and Sachin D. Kore

10.1 Introduction

Joining of materials is an important part in manufacturing process. Welding is one
of the joining techniques in which two similar and dissimilar materials are joined
permanently with application of heat and with or without the application of pres-
sure. Welding is broadly classified into mainly two categories (a) fusion welding
and (b) solid-state welding techniques. Fusion welding is an important category of
joining technique which requires direct application of heat with or without the
requirement of pressure. Fusion welding is attained by melting the base materials
with an intense heat source followed by solidification. Solid-state joining is another
important category of welding process in which joining can be achieved at the
temperature less than the melting point, i.e., around 80% melting point temperature
of base material. Friction welding is one of the prominent solid-state joining
techniques. Friction welding utilizes the frictional heat, and no external heat source
is employed.

Joining of aluminum alloys by fusion welding is very difficult due to various
critical issues like high thermal conductivity, oxide layer formation, and cracking.
This difficulty in producing sound quality welds in aluminum and its various alloys
leads to the development of a relatively new technology known as friction stir
welding (FSW).

FSW was developed and patented by The Welding Institute (TWI), UK, in the
year 1991. It is one of the derivatives of friction welding technique. It is a novel
joining technique used to the join the material below its melting point. FSW has
been proven a green technology since it does not emit any fumes and toxic
gases during welding, unlike fusion welding techniques.
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FSW needs non-consumable tool having higher hardness and strength than the
base material, which plunges into the workpiece material and produces the joint by
the combined rotational and traverse movement of the tool. The amount of heat
required to produce the joint is provided by both frictional heat and the heat
generated during the plastic deformation of the workpiece. The various important
stages during FSW are described by the schematic diagram as shown in Fig. 10.1.

(i) Positioning of tool
(ii) Plunging of tool
(iii) Dwell period
(iv) Traverse movement of tool
(v) Tool exit.

FSW technology has gained huge success in the joining of aluminum, magne-
sium, and other softer materials. FSW has various applications in various industries
like aerospace, automobile, railway, and shipbuilding industries. FSW joints have
superior mechanical properties than the base material. Due to its additional
advantage of low heat input which results in minimization of distortion and residual
stress, FSW is an attractive choice for joining of various materials.

Low-carbon steel is highly used structural material due to its excellent
mechanical properties and good weldability. Steel has wide variety of alloys as
compared to any other material. There are so many fusion welding processes in
which steel can be joined on industrial scale depending upon their thickness and
application. However, fusion joining of steel is associated with various defects like
solidification cracking, liquification cracking, hydrogen cracking, alloying element
segregation, porosity, high distortion and formation of dendritic structure [1].

Fig. 10.1 Schematic representation of FSW process showing various stages a positioning,
b plunging, c dwell, d traversing, e tool exit
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Fusion joining of steel requires expensive preheat and post-heat treatments to
control the weld joint properties. Additionally, the development of new steel alloys
challenges the fusion welding process to join the material since it requires newly
filler material.

To overcome these issues, FSW technique has gained huge attention in joining
of ferrous alloys these days. FSW technology offers more advantageous over
conventional welding of steels. It removes all welding defects associated with
fusion welding. In addition to that, lower heat inputs of FSW are believed to reduce
heat-affected zone (HAZ) section which is one of the critical issues in fusion
welding of steel. Additionally, the hydrogen cracking associated with the fusion
welding of steel is completely absent in this process. The additional benefits of
being low heat input process are low distortion which results in minimizing residual
stress in the joining of large structural steels parts. Minimization of distortion and
residual stress is most important criteria in welding of thick plates, used in the
shipbuilding industries, marine industries, and other heavy manufacturing indus-
tries. This process has also the potential to join some different grades of steel which
are less prone to fusion weld, and steel with high carbon content and dissimilar
alloy steels.

In FSW, process parameters play a vital role in producing good weld quality.
Selection of appropriate process parameter is very important for good quality weld.
Process parameters control the heat input and cooling rate which govern the
microstructural evolution and mechanical properties. Few relevant studies regard-
ing the selection of process parameters is highlighted in this section.Medium-carbon
steel was studied at different traverse speeds (100, 67, and 150 mm/min) and at
three rotational speeds (710, 900, and 1120 rpm) by Ghosh et al. [2]. Cooling rate
was directly related to the welding speed and was increasing with increase in
welding speed at a constant tool rotation. It was reported that the carbon diffusion
time was reduced which resulted in higher concentration of carbon content in the
austenite phase. This more carbon concentration in the austenite resulted in low-
ering the transformation temperature in steel. Interlamellar spacing of pearlite was
decreased, and pearlite became finer. Higher cooling rate also resulted in more
nucleation site [2]. Feasibility studies in FSW of carbon steel and stainless steel
were studied up to 12-mm-thick plates [3]. However, no attempt was done to study
the weld quality at different welding conditions, i.e., the rotational speed and tra-
verse speeds. Although it is well known that the to produce successful welds [3].
Friction stir welding of DH 36 low-carbon steel was carried out at different traverse
speeds of 3.4, 4.1, and 7.6 mm/s by Reynolds et al. [4]. Partial sticking was
observed at the root of the weld due to higher heat input at low traverse speed. FSW
of ultrahigh-carbon steel (1.02% C by wt.) was studied at different traverse speeds.
Their study did not include the influence of traverse speed on the microstructural
characteristics of the weld joint, although it is supposed that the microstructural
characteristics are strongly related to the operating parameters [5]. FSW of L80 and
X80 steel was carried out at different rotational speeds of 450 and 550 rpm [6].
Their results suggested that the mechanical properties like microhardness of the
weldment can be tailored by controlling the FSW parameters like rotation speed,
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travel speed, and Z-load. FSW of M190 steel was carried out at different traverse
speeds of 0.21, 0.85, and 1.69 mm/s [7]. Their study was mainly focused on the
influence of heating and cooling rates on the weld quality, i.e., both mechanical and
the microstructural properties of the joint. They reported that the peak temperature
was around 1080–1090 °C. It was observed that the heat input to the weld was
decreased and the cooling rate was increased with the increase in weld traverse
speed [7]. Three types of steel of different carbon contents were investigated
by Fujii et al. [8]. Microstructure and mechanical properties of S12C and S35C
were significantly affected by welding process parameters which were absent in IF
steel. It was observed on increasing welding speed, peak temperature decreased and
cooling rate increased which was independent of the type of steel welded. Welding
speed was studied on five types of steel of different carbon contents at rotational
speed of 400 rpm. The maximum temperature attained was decreased with the
increase in weld traverse speed. These values are independent of the types of steels
[9]. When the peak temperature was controlled to be below A1, friction stir welding
can be performed without any transformation [9]. FSW of DH 36 was carried out up
to the welding speed of 500 mm/min [10]. Their work developed a wide range of
process parameters envelope between rotational speed and traverse speed. They
obtained welding speed which was similar to the conventional welding techniques
of steel [10]. The effect of welding speed was studied during FSW of stainless steel
[11]. They reported successful welds up to traverse speeds of 200 mm/min. It was
observed that on increasing welding speed at a constant spindle improved the mean
hardness and tensile strength due to larger reduction in the grain size [11].
Successful weld in FSW of high-carbon steel was obtained at both above and below
A1 (eutectoid temperature) by controlling the rotational speed and traverse speed
[1]. Friction stir welding was studied on carbon steels at different rotational
speeds by Hussain et al. [12]. It was observed that either above or below the
rotational speed of 1000 rpm, joint efficiency reduced [12]. FSW of 1018 mild
steel was investigated at 1000 rpm and 50 mm/min as welding speed. The para-
metric studies and its effect on the microstructure and mechanical properties of the
weld were not explored [13]. Influence of weld traverse speed and rotational speed
was studied on the weld joint characteristics in FSW of S70C steel by Cui
et al. [14]. In carbon steel, change in rotational speed also causes phase transfor-
mation, which significantly changes the mechanical properties of microstructure as
well as of the weld joint.

The present research was aimed to establish the FSW process for low-carbon
steel and to investigate the weld quality by microstructural and mechanical char-
acterizations of the weld joint.

10.2 Experimental Procedures

In this work, 4-mm-thick low-carbon steel was used as the workpiece material. The
mechanical properties and chemical composition of the workpiece material are
given in Tables 10.1 and 10.2, respectively.
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The friction stir welding machine with spindle motor power of 25 hp was used to
perform the welds. Photograph of the welding machine is shown in Fig. 10.2.

A suitable tool holder was developed to carry out the experiments and to prevent
any damage to the machine spindle from the red-heated FSW tool. Mild steel was
used for the fabrication of tool holder. Figure 10.3a, b shows the illustration of tool
holder and its photograph, respectively.

Non-consumable tungsten carbide (WC-10wt.% Co) tool was used to perform the
welds in butt joint configuration. Tool shoulder had a diameter of 22 mm. Tapered
pin of 9 mm base diameter and 7 mm at tip was used to perform the welding trials and
experiment. Schematic diagram of FSW tool and tool photograph is shown in
Fig. 10.4a, b.

A fixture was developed to clamp the workpiece material to prevent the sepa-
ration of workpieces during the welding. Mild steel was chosen as the material for
fixture. The plates were machined into rectangular samples with dimension of
160 mm � 55 mm � 4 mm. The weld plates were cleaned with acetone prior to
welding. Single-pass butt joint procedure was performed along the rolling direction
of the base plate.

Initially, trial runs were made to decide the working range of process parameters
to produce sound welds. After performing the trials, welded samples were inspected

Table 10.1 Mechanical properties of workpiece material

Yield strength (MPa) UTS (MPa) Percentage elongation (%) Hardness (HV0.5)

255 320 13.7 89

Table 10.2 Details of chemical composition of low-carbon steel

Elements C Mn P S Si Fe

Weight (%) 0.08–0.1 max 0.25–0.40 max � 0.3 � 0.05 � 0.2 Rest

Fig. 10.2 a Friction stir welding machine, b Experimental setup
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visually from both the top and bottom sides to check whether the joints are free
from any visual defects. After visual inspection, a section was cut along the
transverse direction from the welded sample at both start and end positions of the
welded joints. Samples were polished to different grades of emery papers and
mirror finish was achieved by loth polishing on alumina solution.

Fig. 10.3 a Illustration of the FSW tool holder, b photograph of the tool holder

Fig. 10.4 a Illustration of the FSW tool, b FSW tool
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Thermal history during the weld joint was recorded using K-type thermocouples,
and thermal data was recorded with the help of data acquisition system. Samples
extraction was carried normal to the weld direction for the metallographic evalu-
ation and mechanical testing. The location of sample extraction from the welded
plate is shown in Fig. 10.5a. Subsize tensile specimens were cut on CNC wire
electric discharge machine (WEDM). Gauge length and gauge width of each
specimen were 25 and 6 mm, respectively, as shown in Fig. 10.5b. Samples were
cut to include entire weld zone and some parts of base material in the gauge length
as shown in Fig. 10.5b.

After that machined tensile specimens’ surface was polished using 1500 grit size
emery paper. Tensile properties evaluation was carried out at the crosshead speed of
1 mm/min on universal tensile testing machine (Make BISS and Model MEDIAN
250). The yield stress, ultimate stress, and % elongation to fracture were recorded.
Fractured tensile samples were investigated under FESEM (Model Sigma and Make
Zeiss) to study the fracture behavior of tensile samples.

For microstructural and microhardness studies, the specimens were cut to the
required dimensions which included weld zone and the base material. Initial pol-
ishing was carried out using different grades of emery paper from 320 to 2000.
Final polishing was carried out using alumina solution on velvet cloth mounted on
the rotating disk polishing machine. Etching was carried out on the polished
samples by using Nital solution (95% ethanol and 5% nitric acid), and

Fig. 10.5 a Location of sample extraction, b schematic diagram of tensile specimen as per ASTM
E8 standards
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microstructural observation was carried out under optical microscope (Make: Carl
Zeiss.) at different magnification levels. Hardness measurement was carried out on
Vickers microhardness tester (Make: Omni Tech) on the same samples at intervals
of 1 mm each at three top, middle, and bottom layers. Hardness values were
recorded at a load of 500 gf and the dwell time of 15 s.

10.3 Results and Discussion

10.3.1 Weld Quality Evaluation

After performing welding, the weld characterization was done which is described in
various sections. Initially, the weld joint was inspected by naked eyes from both top
and the bottom sides. After that macro and microstructural observations were done
to check the weld quality. Mechanical properties in this investigation are limited to
the hardness and tensile strength only.

10.3.1.1 Visual Inspection

Figure 10.6a shows the red-hot photograph of the welding tool during welding.
Figure 10.6b shows the top suface appearance of the welded sample. The visual
inspection of the weld was carried out at both the top and bottom surfaces. Good
quality weld joint was produced. Flashes were observed at the retreating side of the
weld joint produced at the rotational speed of 600 rpm. From Fig. 10.6, it is clear
that the weld was good and free from any visible defects.

Fig. 10.6 a Photograph of the red-hot tool during welding, b successful weld joint
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10.3.1.2 Thermal History

Figure 10.7a shows the schematic illustration of thermocouple location two K-type
thermocouples were attached at the top surface of the workpiece using spot weld
machine to record thermal history during welding on both sides of the weld joint.
The thermocouples location was exactly in the middle length of the weld plates at
different locations as shown in Fig. 10.7a.

Figure 10.7b represents the transverse transient thermal history that was recor-
ded for weld 1(i.e., welding produced at high rotational speed). It was observed that
the peak temperature was different on both sides of the weld joints. Higher peak
temperature was observed on the advancing side relative to the retreating side of the
joint.

Fig. 10.7 a Illustration of
location of K-type
thermocouples in weld joints,
b weld joint at 600 rpm and
132 mm/min
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10.3.1.3 Macrostructure Evaluation

A section was cut in the transverse direction and was polished to reveal various
FSW zones. Figure 10.8a, b shows the macrostructure of the weld 1 and weld 2,
respectively. From Fig. 10.8, the boundary of the weld nugget is clearly seen. AS
and RS represent the advancing side and the retreating side of the welded sample,
respectively. The width of the weld zone was measured at top, middle, and bottom
sides.

The boundary separating the TMAZ and HAZ portions are more clearly visible
on the AS compared to the RS of the weld joint. The macrograph shows lack of
symmetry along the centerline of the weld. The “basin shape” weld nugget was
observed which broadens toward the crown surface demonstrating the dominance
of material movement by tool shoulder. The thickness of the weld was decreasing
on going from top to bottom which was also varying with the process parameters.
Various characteristics zones of FSW were observed in the macrostructures like stir
zone (SZ), thermal and mechanically influenced zone (TMAZ), heat-affected zones
(HAZ).

Fig. 10.8 Macroscopic view of weld 1 and weld 2
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10.3.1.4 Microstructure

Figure 10.9 represents the microstructural features of the welded samples at the
middle of the stir zone. Micrograph of the base material consists of ferrite (F) and
pearlite (P) with ferrite as major constituent.

From Fig. 10.9a, b, different material movement patterns were observed in the
weld joints produced at different process parameters. Figure 10.10a shows the
formation of ring structure in the middle of stir zone. Figure 10.10b represents the
layer-wise material movement in the weld microstructure. Different layers of
material movement were observed separated by some distance in the weld 2.
Significant grain size reduction was also observed in the weld zone (i.e., stir zone
and the thermomechanically affected zone). As the HAZ is not subjected to any
mechanical deformation that is why in HAZ, the grain structure is almost similar to

Fig. 10.9 Microstructure of the stir zone of the weld 1 (a and c) and weld 2 (b and d) and the
(e) base material

Fig. 10.10 Microstructure
representing the shear bands
in the tool pin-influenced
region
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that of the parent material. However, in this study, no attempt was made to measure
the grain size of weld zones.

Figure 10.10 shows the welded samples cross-sectional micrograph at the bot-
tom of the retreating side of the weld joint. This figure represents the microstruc-
tural feature of different weld zones and base material (BM).

Shear bands were clearly observed on both sides, i.e., RS and AS of the weld
zone at the lower magnification. Shear bands were consistent with the material
transportation in the pin-influenced region at the root of the weld. Because of the
unique characterstic of material deformation and material movement, these shear
bands occured in the weld zone. Material movement can be divided into two
categories (i) shoulder-influenced region and (ii) pin-influenced region. Complex
material movement developed the final microstructure and governed the mechanical
properties of the weld joint.

10.3.1.5 Microhardness

The Vickers microhardness evaluation was carried at top line, middle line, and
bottom line along thickness at an interval of 1 mm each. Figure 10.11 shows the
obtained microhardness contours of the weld 1 and weld 2. The average micro-
hardness value of the workpiece material is about 89 HV0.5/15.

From Fig. 10.11a, b, it was observed that high hardness values were obtained in
the weld 1 and weld 2 as compared to the base material. Peak hardness values were
observed in the stir zone of both the weld 1 and weld 2. The hardness values were
decreasing on moving from stir zone toward the base material. Another important
observation from the hardness contour was the variation of hardness values along
the thickness direction. Hardness values were more at the top of the weld. This can
be explained as the intense deformation occurred in the shoulder-influenced region.
It can also be concluded that the hardness values were asymmetric along both sides
of the weld joint. Microhardness values were consistent with the microstructural
evolution of the weld 1 and weld 2. Higher hardness values in the stir zone can be
attributed to grain refinement microstructure in the weld 2 due to low rotational
speed of 300 rpm. The variation in hardness values of weld 1 and weld 2 is the
result of microstructural evolution due to the difference in the peak, temperature the
material flow variation, strains and strain rate [15].

10.3.1.6 Tensile Properties

Tensile properties mainly the yield strength (YS), ultimate tensile strength (UTS),
and percentage elongation of friction stir welded low-carbon steel joints were
evaluated. The yield stress and ultimate stress obtained for the base material are 255
and 320 MPa respectively. Figure 10.12a, b shows the results of tensile tests of the
weld 1, weld 2, and the base material.
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Both the yield strength and ultimate tensile strength of the weld 1 and weld 2
were higher than the base material. Tensile strength was more for weld 2 than the
weld 1. The percentage increment in the yield strength (YS) was comparable for
both welds. Joint efficiency was calculated as the ratio of UTS of the welded joint to
the UTS of base material. The joint efficiency for the weld 1 and weld 2 were 102
and 107% respectively. The increased strength of the weld zone can be explained
by happening of the various phenomena like grain size strengthening (Hall Petch
effect), increase in dislocation density, and discontinuous dynamic recrystallization.
Discontinues dynamic recrystallization is most likely to occur in materials having
low stacking fault energy like mild steel.

Figure 10.12(b) shows the percentage elongation of the welded
joints. The welded joints showed less ductility as compared to the base material.
This decrease in ductility of the welded joints was caused by increase in yield
strength as per the Hall Petch relationship and reduction in work hardening rate due
to dynamic recovery. The percentage elongation up to failure decreased with
reduction in rotational speed. The details of tensile test results is summarized in
Table 10.3.

Fig. 10.11 Microhardness
profiles for the a weld 1 and
b weld 2
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Figure 10.13a shows the fracture location comparison of the weld sample with
the base material. Failure location in the base material was in the middle of gauge
length. Fracture was not observed in the welds which were well outside the weld
portion confirming the good quality of the weld. Failure occurred in the tensile
sample near the boundary between heat-affected zone and base material.
Figure 10.13b shows the fracture tensile surface of weld 1 and weld 2.

From the photograph of the fracture tensile sample, cup-and cone-type fractures
can be seen clearly. From the fractured tensile specimens, samples were extracted
for high magnification fractography analysis.

10.3.1.7 Fractography Analysis

Figure 10.14a, b shows the FESEM micrograph of the fractured surface of weld 1
and weld 2. From the fractography analysis, it was observed that dimples were
present in abundance on both the fractured surfaces. It is well known, the presence
of dimples confirms the ductile failure of the welded joint. Dimples of various
shapes along with voids were distributed over the entire fracture surface. In dimple
fracture mode, it was assumed that the overload is the major cause of fracture in the
material and the failure is generally controlled by the growth and coalescence of
these microvoids formed during the tensile strain.

Fig. 10.12 a Tensile properties of the weld 1 and weld 2 with the base material. b Comparison of
percentage elongation of welded joint with the parent material

Table 10.3 Details of tensile test results of the weld joint

Joint efficiency (%) Fracture location Weld quality

Weld 1 102 Base material Good

Weld 2 107 Base material Good

Base material _ Exactly in the middle –
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Fig. 10.13 a Fracture
location comparison with the
base material, b fracture
tensile surface of weld 1 and
weld 2

Fig. 10.14 FESEM images
of fractured tensile samples of
weld 1 and weld 2
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These microvoids generally grow coalesce and then create the continuous-type
fracture with time during tensile test in displace control mode. These microvoids
may nucleate at relocalized strain discontinuities such as those associated with a
priori defects (pores, microcracks), second phase particles, grain boundaries,
inclusions, and dislocations pileup.

10.3.2 Tool Performance

From the visual inspection, it was observed that the tool undergone severe degra-
dation. Photograph of the tool and the surface roughness was recorded after per-
forming the welding.

10.3.2.1 Surface Roughness

Figure 10.15(a, b) shows the photograph of the tool after welding. Figure 10.15(b)
show layer formation on the tool surface. Figure 10.15(c, d) shows the surface
roughness values at the tool shoulder and tool pin respectvely. The surface
roughness is the most important feature to characterize the surface integrity of the

Fig. 10.15 a Tool photograph after performing welding, b surface roughness at the tool shoulder,
and c tool pin
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machined component. The surface quality is evaluating criteria for the productivity
of machine tools as well as machined components. Hence, good quality surface
finish is of great importance for less wear and higher tool life. The surface finish is
characterized by average roughness (Ra) values. It was observed that the surface
roughness values were higher at the tool pin than the tool shoulder. Adhesion of
workpiece material was observed at the tool pin, and abrasion wear was observed at
the tool shoulder. Adhesion of the workpiece on the tool pin may be due to the peak
temperature generated at the tool pin. It was observed that abrasion and scratches
were mainly responsible for the wear of the tool shoulder.

10.4 Conclusions

The present work indicated the capability of FSW to produce defect-free weld in
low-carbon steel using tungsten carbide WC-10 wt.% Co-based tool. Successful
joints were produced with superior mechanical properties. The major conclusions
that can be drawn from the present investigations are as follows

• The hardness of the stir zone was higher than the base material. Higher hardness
values of the stir zone can be due to grain-refined microstructure. Hardness
values were decreasing on moving from stir zone toward the base material.

• Both the yield strength and the ultimate tensile strength of the welded samples
were higher than the base material. Failure location was outside the weld zone
confirming the good quality weld. The presence of dimples in the fractured
surface of the tensile samples confirmed the ductile failure mode.

• Percentage elongation up to fracture was reduced in comparison to the base
material. This reduction in percentage elongation is attributed to higher yield
strength and reduction in work hardening.

• The tool wear was confirmed by visual inspection and surface roughness values
measurement in FSW of steel. Surface roughness values were higher at the tool
pin as compared to that of the tool shoulder.

Detailed systematic study will be conducted to study the effect of process
parameters mainly the rotational speed and the traverse speeds on the weld joint
quality. By controlling the process parameters, we can achieve sound weld quality
and higher tool life to implement the process for industrial application.
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Chapter 11
Parametric Investigation
of Various Electrolytes During
Micro-electrochemical Texturing
on Stainless Steel

Sandip Kunar and Bijoy Bhattacharyya

11.1 Introduction

Micro-electrochemical texturing process plays a significant responsibility for fab-
rication of micro-circular patterns, which enhance the interfacial properties of
mechanical components by reducing friction, wear, vibration, noise, power con-
sumption, etc. This process has also been employed for various textured surface
generations such as microgroove arrays, square micropatterns, rectangular
micropatterns for enhancing of many advance fields, i.e., energy, electronics, optics,
biology, information technology, etc [1]. Particular manufacturing technique is
directly correlated with the generation of microsurface textures for definite func-
tions, which are used as a part of realistic applications. Many researchers have
engaged to provide interest in surface finish and modified surface features that
influence the performance of mechanical components.

Maskless micro-electrochemical texturing process is used to produce the
microsurface textures with controlled shape, size, and surface quality. Zhang et al.
[2] have approached a process of sandwich-like EMM method to reduce the radial
overcut of micro-circular pattern and to enhance the machining accuracy of
micro-circular pattern using 10 wt% NaNO3 electrolyte. Various types of textured
patterns such as ellipses, squares, and hexagons have also been fabricated using
NaNO3 electrolyte at a concentration of 10 wt%. This method is time consuming
because every workpiece needs individual masking before machining. Shin et al.
[3] have used a method of electrochemical etching through laser masking for
controlled anodic dissolution using 2 M sodium nitrite electrolyte. Laser masking
process is used to mask the textured surface and acts as a temporary mask. The
patterned surface is dissolved by electrochemical etching under a parametrical
combination using 2 M sodium nitrite electrolyte. Laser masking process may
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deteriorate the machining accuracy of patterned surface, and higher concentration of
electrolyte is unsuitable for fabrication of micropatterned surfaces which may also
reduce the dimensional uniformity. Hou et al. [4] have introduced the method of
through-mask EMM (TMEMM) for fabrication of micro-circular pattern on large
area of stainless steel workpiece using NaNO3 solution having concentration of
100 g/L. WEDM produces mold with micropillar arrays on stainless steel for
generation of microdimple. Through-mask EMM is a time-consuming process, and
higher concentration of electrolyte is costly for fabrication of many machined
samples. Mitchell-Smith et al. [5] have proposed the electrochemical jet processing
technique to fabricate surface structuring on large area using higher molar con-
centrations of NaCl, NaNO3, and NaI. Higher molar concentration is a costly
process and may deteriorate the dimensional uniformity. Ming et al. [6] have used a
modified TMEMM process with reusable mask for fabrication of microdimple array
using 20 wt% NaNO3 electrolyte and investigated the effect of voltage, mask
thickness, external pressure, and duty ratio on dimple responses. Madore et al. [7]
have employed TMEMM method to fabricate well-defined regular grid patterns and
spiral-shaped channels on titanium using 3 M sulfuric acid. This process is not
economical due to higher concentration of electrolyte which lowers the machining
accuracy. Zhang et al. [8] have investigated the influences of TMEMM process
parameters, i.e., machining time and voltage on machining accuracy of
micro-circular pattern using 10 wt% NaNO3 electrolyte. But, this process is costly
and time consuming for fabrication of many machined samples. Wang et al. [9]
have introduced combined technology of electro-discharge machining and elec-
trochemical machining processes to generate microhole arrays using KOH elec-
trolyte having concentration of 2 M/L. Firstly, rectangular columns are fabricated
by the wire-EDM, and then EMM is utilized to generate arrays of cylindrical
columns. These microelectrodes are used to fabricate micro-circular pattern using
EMM method. Higher concentration of electrolyte is costly for fabrication of
dimple arrays. Wang et al. [10] have used electrochemical micromachining method
to fabricate the microholes and square micropatterns by disk-type microelectrodes
using 5–20% NaNO3 electrolyte. The influence of EMM parameters like feeding
speed, pulse on time, and voltage on taper, localization, material removal rate, and
hole diameter is investigated. This process is a time-consuming process for gen-
eration of disk-type electrodes via WEDM. Schuster [11] has described electro-
chemical microstructuring with short voltage pulses using 0.01mHClO4/
0.1mCuSO4 electrolyte. Higher electrolyte concentration is costly for generation of
microstructures using electrochemical reactions. Kawanaka et al. [12] have pre-
sented electrolyte jet machining for controlled microsurface texturing using 20wt%
NaNO3 and 20wt% NaCl electrolytes and investigated the effects of electrolyte and
current density on the surface properties of stainless steel. It is a time-consuming
process for generation of one-by-one hole. Costa et al. [13] have used maskless
electrochemical texturing process for fabrication of textured surfaces using 250 g/l
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NaNO3 electrolyte. This method is utilized to describe the influence of electrolyte
flushing conditions and current pulse history on material removal rate, feature
definition, and current efficiency. This proposed technique is uneconomical for
higher concentration of electrolyte which may reduce the dimensional uniformity of
generated textured patterns. Parreira et al. [14] have improved the electrochemical
dissolution with good reproducibility and high speed for industrial applications
using 200 g/l NaCl solution. The effect of voltage, machining time, and
inter-electrode gap is evaluated during fabrication of different texturing patterns
such as trace dots, chevrons, and dots. EDM is utilized to produce the cathode tools.
But, EDM may reduce the dimensional uniformity and higher concentration is
costly for production of texturing patterns. Schonenberger et al. [15] have described
an electrochemical process to transfer microscale patterns such as square and linear
micropatterns on a fully exposed substrate using 0.1 M CuSO4 and 0.5 M H2SO4

electrolytes. But, the etched depth of micropatterns is less. Kunar et al. [16] have
investigated the influences of maskless EMM process variables, i.e., texturing time,
frequency, duty cycle, voltage, and electrolyte concentration on microsurface tex-
tured responses including machining accuracy, current efficiency, and depth of
micro-circular pattern using combined electrolytes of NaCl and NaNO3. But, the
size of circular pattern is large.

The textured patterns are widely used in many applications like automotive,
aerospace, and defense. These micropatterns are also used for improving the tri-
bological properties of interfacial components. Many fabrication techniques are
used to manufacture the surface textures, such as abrasive jet machining, LBM,
EDM, EMM, micromilling, chemical etching. But, maskless EMM process is a
promising technique for fabrication of different surface textures due to its several
benefits like higher material removal rate, lower surface roughness, higher surface
quality, free from tool wear, cracks, and burr than other methods.

In this article, an alternative approach of maskless EMM is developed to produce
microsurface textures containing micro-circular patterns by improving the textured
characteristics. In this article, a maskless EMM setup with maskless EMM cell and
vertical cross-flow electrolyte system has been indigenously developed for per-
forming the experiments of micro-circular pattern generation. One masked pat-
terned tool can fabricate numerous micro-circular patterns. The comparison of
machined characteristics, i.e., overcut and surface roughness using three different
types of electrolytes, i.e., NaNO3, NaCl, and NaCl + NaNO3, has been investigated
for the influences of major influencing EMM process variables, i.e., inter-electrode
gap(IEG), machining voltage, duty ratio, and pulse frequency. The analysis of
machined characteristics for micro-circular patterns has been carried out to obtain
the suitable machining conditions for three different electrolytes. The friction tests
have also been conducted to show the tribological aspects on generated textured
patterns.
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11.2 Experimental Method

11.2.1 Experimental Setup and Planning

Figure 11.1 represents the indigenously developed maskless electrochemical
micromachining setup consisting of various sub-systems, i.e., maskless electro-
chemical micromachining cell, electrode fixture devices, power supply unit, and
electrolyte circulation arrangement for generation of microsurface textures. EMM
cell consists of tool- and workpiece-holding devices, inlet and outlet arrangements
for vertical cross-flow electrolyte system, and power supply arrangements.
Maskless electrochemical micromachining cell with electrode fixtures is made of
Perspex material, and outlet and inlet segments of EMM cell are made of stainless
steel material for avoiding corrosion from environment. EMM cell is a well-built
structure because all assembled components of cell can endure easily higher elec-
trolyte flow rate. The pulsed current has been provided from pulsed DC power
supply which has in-built function generator, protection functions, ultra-fast
response, and compact size. The most significant feature of EMM cell is a vertical
cross-flow electrolyte supply system which is suitable for generation of uniform
micro-circular pattern generation, and it has capability to provide extra back
pressure as it flows from downward to upward directions. This generated extra back
pressure cleans electrolysis products from the micromachining zone. It can also be
utilized for fabrication of intricate profiles with good surface quality compared to
other flow systems. In this method, micro-circular patterned tool having 600-lm
diameter is fabricated using SU-8 2150 mask having thickness of 230 µm by UV
lithography process. The masked pattern is generated on stainless steel wafer. The
gap between two consecutive holes across the margin is 1000 lm. This fabricated
stainless steel sheet is attached to precision micrometer arrangements for
inter-electrode gap settings.

Dimensional accuracy and good surface finish of machined circular patterns are
directly related to masked patterned tool quality. Three types of electrolytes are
used for these experiments, i.e., NaCl (0.25 M/L), NaNO3 (0.17 M/L), and NaCl
(0.25 M/L) + NaNO3 (0.17 M/L). The selected ranges of machining voltage,
inter-electrode gap (IEG), duty ratio, and pulse frequency are 10–16 V, 100–
400 lm, 40–70%, and 2–5 kHz, respectively, with other supplementary constant
process parameters like current cutoff of 2A, back pressure of 0.15 kg/cm2,
machining time of 3 min, and flow rate of 5.75 m3/hr on the basis of many trial
experiments. These process parameters are used to study the microsurface textured
characteristics using three different electrolytes, and the suitable electrolyte is
chosen from the experimental results. Each experiment has been repeated five
times, and average results have been taken for each textured characteristic to
eradicate the results’ error. Below the ranges of above-mentioned process param-
eters, all micro-circular patterns do not produce appropriately. Above the ranges of
above-mentioned process parameters, the shape and size of micro-circular patterns
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are irregular and machining efficiency is very less. The microsurface textured
responses are examined with 3D non-contact profilometer (CCI Sunstar, Taylor
Hobson Ltd.) and optical microscope (Leica EZ4D, Germany).

11.2.2 Friction Test

The friction tests are conducted using a multi-tribotester block TR25 (Ducom).
A rotating steel roller (material: EN8 steel and hardness: 55 HRC) is used as a
counter-surface and stainless steel as a test specimen. All textured samples are kept
fixed with the help of some attachments, and rotating steel roller is made to slide
against the specimen. The tests are conducted under wet condition at ambient
temperature of 28 °C with a relative humidity of 85% using specimen-on-roller
geometry. Commercially available Castrol Gear Oil (SAE 90EP) is used as a
lubricant (density of 897 kg/m3 at 15 °C, kinematic viscosity of 178.1 mm2/s at
40 °C, 17 mm2/s at 100 °C, viscosity index of 95, and flash point of 202 °C), and
the test specimen is supplied adequate volume of lubricant for full lubrication at the
beginning of every test. The applied loads are 25, 50, and 75 N. The contact

Fig. 11.1 Developed maskless EMM setup
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pressures are 1.081, 2.181, and 3.262 MPa for 25, 50, and 75 N, respectively. For
each load, the test is carried out for 15 min at sliding speed of 300 rpm. Every test
is repeated three times. Mean values of friction coefficients have been taken for each
condition. The roller speed and interval of friction tests can be controlled by
computer attached to the tribotester. The required normal load is applied to the
loading lever on the upper part of every specimen. Force sensor is used to measure
the frictional force. A computer-attached testing apparatus is used to record the
frictional coefficient.

11.3 Results and Discussion

The experimental investigations have been carried out in the developed setup to
explore the influence of machining voltage, inter-electrode gap (IEG), duty ratio,
and pulse frequency on the micro-circular patterned characteristics.

11.3.1 Parametric Influences on Textured Characteristics

Influences of voltage on overcut and surface roughness for NaNO3, NaCl, and
NaNO3 + NaCl electrolytes are studied with other constant parameters such as
pulse frequency of 5 kHz, inter-electrode gap of 100 lm, and duty ratio of 40%.

Figure 11.2 represents that the overcut of micro-circular pattern increases with
increasing machining voltage for different types of electrolytes. It occurs because
machining current increases with increase in machining voltage. As a result, current
density and stray current effect increase with increasing machining voltage. For
higher stray current effect, material removal rate increases from the periphery of
micro-circular pattern and radial overcut increases. For NaNO3, the radial overcut
occupies the middle zone between other two electrolytes without 12 V. It occurs
because the machining localization is higher for lower electrical conductivity than
that of NaCl. At 12 V, lower overcut is observed than that of NaCl and
NaNO3 + NaCl because controlled etching occurs. In case of NaCl, the overcut is
higher than that of NaNO3 and NaNO3 + NaCl because it has higher electrical
conductivity which is responsible for higher stray current effect and increases the
machining area of micro-circular pattern. In case of NaNO3 + NaCl electrolyte,
lower radial overcut is obtained because the combined electrolyte performs con-
trolled etching than that of NaCl and NaNO3. Lower voltage with NaNO3 + NaCl
electrolyte is recommended for generation of uniform micro-circular pattern.

Influences of applied voltage on surface roughness are investigated for NaNO3,
NaCl, and NaNO3 + NaCl electrolytes as shown in Fig. 11.3. The surface rough-
ness increases with increasing applied voltage for non-uniform current distribution.
For NaNO3, surface roughness lies in between NaCl and NaNO3 + NaCl due to
controlled dissolution for lower electrical conductivity. In case of NaCl, higher
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Fig. 11.2 Influence of machining voltage on radial overcut for NaNO3, NaCl, and
NaNO3 + NaCl

Fig. 11.3 Influence of machining voltage on surface roughness for NaNO3, NaCl, and
NaNO3 + NaCl
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roughness is observed than that of NaNO3 and NaNO3 + NaCl. It occurs due to
non-uniform etching for higher electrical conductivity. In case of NaNO3 + NaCl,
lower surface roughness is achieved than that of NaNO3 and NaCl because uniform
anodic dissolution takes place for controlled current density distribution. For lower
surface roughness, lower voltage with NaNO3 + NaCl electrolyte is suggested.

Influences of inter-electrode gap are studied on radial overcut and surface
roughness for NaNO3, NaCl, and NaNO3 + NaCl electrolytes with other constant
EMM parameters such as duty ratio of 40%, frequency of 5 kHz, and voltage of
10 V.

From Fig. 11.4, it is seen that the radial overcut of micro-circular pattern
increases with increasing inter-electrode gap for three different electrolytes because
ohmic resistance increases for higher inter-electrode gap. Current density distri-
bution is also uncontrolled in higher inter-electrode gap which is responsible for
higher material removal from the margin of micro-circular pattern. In lower
inter-electrode gap, the current distribution is more controlled and stray current
effect is very less, and in higher inter-electrode gap, the current flux distribution is
uncontrolled and stray current effect is higher. In case of NaNO3, the overcut lies in
between NaCl and NaNO3 + NaCl for controlled electrical conductivity compared
to NaCl. In case of NaCl, higher overcut is obtained than that of NaNO3 and
NaNO3 + NaCl for higher metallic ions. For NaNO3 + NaCl, lower overcut is
acquired than that of NaNO3 and NaCl. It occurs due to controlled anodic disso-
lution. For good geometrical shape, lower inter-electrode gap with NaNO3 + NaCl
electrolyte is suggested.

Fig. 11.4 Influence of inter-electrode gap on radial overcut for NaNO3, NaCl, and
NaNO3 + NaCl
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Influences of inter-electrode gap on surface roughness (Ra) for NaNO3, NaCl,
and NaNO3 + NaCl are investigated as shown in Fig. 11.5. The surface roughness
increases with increase in inter-electrode gap. This is because non-uniform etching
occurs for uncontrolled current flux distribution. In case of NaNO3, the surface
roughness occupies the middle zone in between NaNO3 + NaCl and NaCl due to
uniform anodic dissolution for controlled electrical conductivity compared to NaCl.
In case of NaCl, higher surface roughness is achieved than that of NaNO3 and
NaNO3 + NaCl due to non-uniform etching for higher electrical conductivity. In
case of NaNO3 + NaCl, lower surface roughness is acquired than that of NaNO3

and NaCl due to controlled etching for uniform current flux distribution. For good
surface quality, lower inter-electrode gap with NaCl + NaNO3 electrolyte is
suggested.

Influences of duty ratio are explored on the overcut and surface roughness for
NaNO3, NaCl, and NaNO3 + NaCl electrolytes with other constant parameters such
as inter-electrode gap of 100 lm, voltage of 10 V, and pulse frequency of 5 kHz.

The radial overcut of micro-circular pattern increases with increasing duty ratio
for NaNO3, NaCl, and NaNO3 + NaCl electrolytes because pulse on time, i.e.,
machining time, increases and pulse off time decreases in higher duty ratio as
shown in Fig. 11.6. The stray current effect is also higher for higher pulse on time.
In case of NaNO3 electrolyte, the radial overcut locates in between NaCl and
NaNO3 + NaCl electrolytes without duty ratio of 70% because the lower stray
current effect is observed for lower electrical conductivity. At duty ratio of 70%,
higher overcut is obtained than that of NaCl and NaNO3 + NaCl due to

Fig. 11.5 Influence of inter-electrode gap on surface roughness for NaNO3, NaCl, and
NaNO3 + NaCl
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uncontrolled machining for the availability of higher pulse on time in higher duty
ratio. In case of NaCl electrolyte, higher overcut is achieved than that of NaNO3

and NaNO3 + NaCl electrolytes without duty ratio of 70% because higher electrical
conductivity of NaCl is responsible for higher stray current effect. At duty ratio of
70%, radial overcut occupies the middle zone in between NaNO3 and
NaNO3 + NaCl electrolytes because the controlled dissolution takes place. In case
of NaCl + NaNO3 electrolyte, higher-dimensional accuracy is achieved than that of
NaNO3 and NaCl. It achieves due to higher machining localization. Lower duty
ratio with NaNO3 + NaCl electrolyte is suggested for high-quality micro-circular
pattern.

Influences of duty ratio are studied on surface roughness (Ra) for NaNO3, NaCl,
and NaNO3 + NaCl electrolytes as shown in Fig. 11.7. Higher surface roughness is
acquired with increase in duty ratio for NaNO3, NaCl, and NaNO3 + NaCl elec-
trolytes for uncontrolled machining. In case of NaNO3 electrolyte, the roughness
lies between NaCl and NaNO3 + NaCl because controlled anodic dissolution takes
place for less number of metallic ions. In case of NaCl electrolyte, the higher
surface roughness is achieved higher than NaNO3 and NaNO3 + NaCl electrolytes.
This is due to non-uniform machining for higher electrical conductivity. In case of
NaCl + NaNO3 electrolyte, lower surface roughness is obtained than that of NaNO3

and NaCl electrolytes because the controlled etching takes place for uniform current
flux distribution. For good surface finish, lower duty ratio with NaNO3 + NaCl
electrolyte is recommended.

Fig. 11.6 Influence of duty ratio on overcut for NaNO3, NaCl, and NaNO3 + NaCl
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Influences of pulse frequency are studied on overcut and surface roughness for
three different NaNO3, NaCl, and NaNO3 + NaCl electrolytes with other constant
parameters, i.e., inter-electrode gap of 100 lm, voltage of 10 V, and duty ratio of
40%.

Influence of pulse frequency on overcut for NaNO3, NaCl, and NaNO3 + NaCl
electrolytes is investigated as shown in Fig. 11.8. The radial overcut decreases with
increasing pulse frequency because the rate of repetition of pulse on time, i.e.,
machining time, decreases with increasing pulse frequency. So, the stray current
effect is less in higher frequency range and higher in lower frequency range. In case
of NaNO3 electrolyte, the radial overcut occupies the middle zone in between
NaNO3 and NaCl. It occurs due to controlled electrical conductivity compared to
NaCl. In case of NaCl electrolyte, higher overcut is observed than that of NaCl and
NaNO3 + NaCl because of higher electrical conductivity which is responsible for
higher stray current effect. In case of NaNO3 + NaCl, lower overcut is achieved
compared to NaCl and NaNO3 because of controlled etching with less stray current
effect. Higher frequency with NaNO3 + NaCl electrolyte is suggested for lower
overcut.

Influences of pulse frequency on surface roughness for NaNO3, NaCl, and
NaNO3 + NaCl are investigated as shown in Fig. 11.9. The surface roughness
decreases with increasing pulse frequency for NaNO3, NaCl, and NaNO3 + NaCl
due to uniform etching. For NaNO3, the surface roughness possesses the middle
zone in between NaNO3 + NaCl and NaCl because controlled dissolution takes
place for lower electrical conductivity. In case of NaCl, the surface roughness is
higher than that of NaNO3 and NaNO3 + NaCl due to uncontrolled machining with

Fig. 11.7 Influence of duty ratio on surface roughness for NaNO3, NaCl, and NaNO3 + NaCl
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non-uniform current distribution for higher metallic ions. In case of NaCl +NaNO3,
lower roughness is achieved than that of NaNO3 and NaCl because controlled
etching takes place for uniform current flux distribution. Higher pulse frequency
with NaNO3 + NaCl electrolyte is recommended for good surface finish of
micro-circular pattern.

11.3.2 Analysis of Fabricated Micro-Circular Patterns

SU-8 2150 mask is used on the patterned cathode tool for surface textured
experiments. This mask has capability for fabricating more than twenty-five sam-
ples due to higher adhesiveness with stainless steel wafer and higher strength for
enduring higher flow rate. It does not deform after generation of twenty-five
samples. So, SU-8 2150 mask demonstrates the reusability of masked tool.
Micro-circular pattern on SU-8 2150 mask is shown in Fig. 11.10a before
machining. The patterned mask after use of twenty-five times is shown in
Fig. 11.10b. So, the utility of SU-8 2150 mask has been experimentally verified for
generating many high-quality micro-circular patterns.

The micrograph of improper micro-circular pattern is captured by the optical
microscope as shown in Fig. 11.11, and it is fabricated at a particular parametric
setting, i.e., inter-electrode gap of 100 lm, voltage of 10 V, duty ratio of 40%, and
pulse frequency of 5 kHz using NaCl electrolyte. Some micro-circular impressions

Fig. 11.8 Influence of pulse frequency on overcut for NaNO3, NaCl, and NaNO3 + NaCl
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of improper micro-circular pattern are irregular in terms of dimensional accuracy
because of uncontrolled machining. This is because NaCl electrolyte has higher
electrical conductivity which is responsible for higher stray current effect. Some
impressions do not form properly due to accumulation of insoluble by-products.
Machining depth of all impressions is non-uniform due to lower machining
localization for the availability of higher metallic ions. The surface quality of
micro-circular pattern also deteriorates due to uncontrolled etching.

A 3D image and the details of surface roughness (Ra) profile of micro-circular
impression are shown in Fig. 11.12. The value of surface roughness of
micro-circular impression is 0.220 lm.

Fig. 11.9 Influence of pulse frequency on surface roughness for NaNO3, NaCl, and
NaNO3 + NaCl

Fig. 11.10 Masked tool a before machining and b after machining of twenty-five times
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The optical microscopic image of irregular micro-circular pattern is produced by
a particular parametric combination including pulse frequency of 5 kHz, voltage of
10 V, duty ratio of 40%, and inter-electrode gap of 100 lm using NaNO3 elec-
trolyte as shown in Fig. 11.13. Improper micro-circular pattern does not retain the
dimensional uniformity of some micro-circular impressions. This is due to
non-uniform etching for uncontrolled current density distribution. The generated
machining depth of micro-circular pattern is non-uniform throughout the pattern
due to uncontrolled machining localization. The surface roughness of micro-circular
pattern is also higher due to uncontrolled etching.

Fig. 11.11 Improper micro-circular pattern generated by NaCl

Fig. 11.12 Three-dimensional view with roughness profile of a micro-circular impression
generated by NaCl
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A 3D image and the details of surface roughness (Ra) profile of micro-circular
impression are shown in Fig. 11.14. The value of surface roughness of
micro-circular impression is 0.187 lm.

The micrograph of regular micro-circular pattern is generated at the particular
machining conditions, i.e., voltage of 10 V, duty ratio of 30%, inter-electrode gap
of 100 lm, and pulse frequency of 5 kHz using NaNO3 + NaCl electrolyte as
shown in Fig. 11.15. The dimensional uniformity of generated micro-circular pat-
tern is homogeneous throughout the pattern. It occurs because of uniform anodic
dissolution for mixed electrolyte than that of NaNO3 and NaCl electrolytes. The
machining depth of micro-circular pattern is also controlled across the pattern due

Fig. 11.13 Irregular micro-circular pattern generated by NaNO3

Fig. 11.14 Three-dimensional view with roughness profile of a micro-circular impression
generated by NaNO3
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to higher anodic dissolution for uniform current flux distribution. The surface
roughness of generated regular micro-circular pattern is also lower because of
uniform machining.

A 3D image and the details of surface roughness (Ra) profile of micro-circular
impression are shown in Fig. 11.16. The value of surface roughness of
micro-circular impression is 0.123 lm.

Fig. 11.15 Regular
micro-circular pattern
generated by NaNO3 + NaCl

Fig. 11.16 Three-dimensional view with roughness profile of a regular micro-circular impression
generated by NaNO3 + NaCl
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11.3.3 Analysis of Friction Test

To demonstrate the utility of textured surfaces, the friction tests are carried out on
textured specimens containing micro-circular patterns with mean diameter of
630 lm. The friction tests are conducted with constant rotational speed of 300 rpm
and time of 15 min, respectively. The tests are conducted at wet condition for
different depths of 21.4, 48.5 lm and untextured surfaces. The area density of
micro-circular pattern is defined as the ratio between textured area and untextured
area. The area density of micro-circular pattern is approximately 12.63–18.52%.

The effect of normal load on coefficient of friction for micro-circular patterned
and untextured surfaces at wet condition has been shown in Fig. 11.17. The friction
coefficient of microsurface textures decreases with increasing normal loads com-
pared to untextured surfaces. The micro-circular patterned surfaces have positive
effect due to trapping of wear debris by reducing wear and tear. The most important
surface effect is hydrodynamic effect under low load and high-speed conditions of
conformal contact [17]. The aspect ratio of micro-circular pattern is the basic fea-
ture for determination of hydrodynamic effect between two sliding surfaces, which
is experimentally and theoretically verified. The range of aspect ratio, i.e., 0.01 to
0.05, is responsible for hydrodynamic effect [18, 19]. The aspect ratios are 0.033
and 0.076 for the depths of 21.4 and 48.5 lm, respectively. So, the hydrodynamic
effect is more responsible for depth of 21.4 lm. The hydrodynamic effect leads to a
considerable increase in film thickness, which reduces the coefficient of friction.
But, hydrodynamic effect is not significant for depth of 48.5 lm. Mixed lubrication

Fig. 11.17 Effect of normal force on coefficient of friction for untextured surface and different
micro-circular patterned depths
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is more effective for the depth of 48.5 lm. When the load increases, mixed
lubrication is more significant and higher patterned depth can increase the amount
of oil store, which improves the lubrication effect [20, 21]. The micro-circular
patterns store the lubricant and reduce serious wear and tear between two sliding
surfaces. Higher depth of patterned surfaces can hold the lubricant for longer time
than lower depth and untextured surface, which assists to reduce the friction
coefficient of moving surfaces for long time. The reduction of highest friction
coefficient is observed at higher normal load and higher depth at wet condition.

11.4 Conclusions

In this study, maskless electrochemical micromachining is a promising technology
for micro-circular pattern generation. Effects of process variables such as
inter-electrode gap, machining voltage, duty ratio, and pulse frequency are inves-
tigated on overcut and surface roughness of micro-circular pattern. The following
conclusions can be summarized:

(i) An alternative concept of maskless EMM is a distinctive proposed technique
for micro-circular pattern generation economically. In this method, one
patterned cathode tool with SU-8 2150 mask can produce more than
twenty-five textured samples and avoids the masking of individual work-
piece before machining.

(ii) In this experimental setup, EMM cell and vertical cross-flow electrolyte
system have been developed indigenously for experimental investigations of
microdimple pattern.

(iii) Machining with lower voltage, lower inter-electrode gap, higher pulse fre-
quency, and lower duty ratio is recommended for minimum overcut and
lower surface roughness using NaNO3, NaCl, and NaNO3 + NaCl elec-
trolytes. Only the mixed electrolyte of NaCl (0.25 M/L) + NaNO3 (0.17 M/
L) generates the best array of high-quality microdimple patterns than other
electrolytes.

(iv) From the experimental investigations of microdimple pattern generation, the
best machining conditions are inter-electrode gap of 100 lm, machining time
of 3 min, duty ratio of 30%, voltage of 10 V, flow rate of 5.75 m3/hr,
electrolyte concentration of NaCl (0.25 M/L) + NaNO3 (0.17 M/L), and
pulse frequency of 5 kHz.

(v) Higher depth of micro-circular patterned surfaces is suitable for reduction of
friction coefficient at higher load than lower depth and untextured surfaces.

In this study, maskless EMM will be very needful for fabricating the
microdimple patterns of various sizes on metallic surfaces for different applications.
Hence, for generation of uniform surface textures, the design of a proper patterned
tool, tool movement strategy, and controlled flushing conditions require to be
improved further.

244 S. Kunar and B. Bhattacharyya



www.manaraa.com

References

1. Bruzzone, A.A.G., Costa, H.L., Lonardo, P.M., Lucca, D.A.: Advances in engineered
surfaces for functional performance. CIRP Ann. Manufact. Technol. 57(2), 750–769 (2008)

2. Zhang, X., Qu, N., Chen, X., Zhang, X.: Sandwich-like electrochemical micromachining of
micro-dimples. Surf. Coat. Technol. 302, 438–447 (2016)

3. Shin, H.S., Chung, D.K., Park, M.S., Kim, B.H., Chu, C.N.: Electrochemical etching of
stainless steel through laser masking. J. Micromech. Microeng. 20(5), 055030, 1–10 (2010)

4. Hou, Z., Qu, N., Chen, X.: Electrochemical micromachining of large-area micro-dimple
arrays with high machining accuracy. J. Eng. Manufact. 1–10 (2016)

5. Mitchell-Smith, J., Speidel, A., Clare, A.T.: Transitory electrochemical masking for precision
jet processing techniques. J. Manufact. Process. 31, 273–285 (2018)

6. Ming, P., Zhou, W., Zhao, C., Zhou, H., Ge, Q., Zhang, X.: Development of a modified
through-mask electrochemical micromachining for micropatterning nonplanar surface. Int.
J. Adv. Manufact. Technol. 93(5–8), 2613–2623 (2017)

7. Madore, C., Piotrowski, O., Landolt, D.: Through-mask electrochemical micromachining of
titanium. J. Electrochem. Soc. 146(7), 2526–2532 (1999)

8. Zhang, X., Qu, N., Li, H., Xu, Z.: Investigation of machining accuracy of micro-dimples
fabricated by modified microscale pattern transfer without photolithography of substrates. Int.
J. Adv. Manuf. Technol. 81(9–12), 1475–1485 (2015)

9. Wang, M.H., Zhu, D.: Fabrication of multiple electrodes and their application for micro-holes
array in ECM. Int. J. Adv. Manuf. Technol. 41(1–2), 42–47 (2009)

10. Wang, M., Bao, Z., Wang, X., Xu, X.: Fabrication of disk microelectrode arrays and their
application to micro-hole drilling using electrochemical micromachining. Precision Eng. 46,
184–192 (2016)

11. Schuster, R.: Electrochemical microstructuring with short voltage pulses. ChemPhysChem 8
(1), 34–39 (2007)

12. Kawanaka, T., Kato, S., Kunieda, M., Murray, J.W., Clare, A.T.: Selective surface texturing
using electrolyte jet machining. Procedia CIRP 13, 345–349 (2014)

13. Costa, H.L., Hutchings, I.M.: Development of a maskless electrochemical texturing method.
J. Mater. Process. Technol. 209(8), 3869–3878 (2009)

14. Parreira, J.G., Gallo, C.A., Costa, H.L.: New advances on maskless electrochemical texturing
(MECT) for tribological purposes. Surf. Coat. Technol. 212, 1–13 (2012)

15. Schonenberger, I., Roy, S.: Microscale pattern transfer without photolithography of
substrates. Electrochim. Acta 51(5), 809–819 (2005)

16. Kunar, S., Bhattacharyya, B.: Investigation on surface structuring generated by electrochem-
ical micromachining. Adv. Manufact. 5(3), 217–230 (2017)

17. Wang, X.L., Liu, W., Zhou, F., Zhu, D.: Preliminary investigation o f the effect of dimple size
on friction in line contacts. Tribol. Int. 42(7), 1118–1123 (2009)

18. Etsion, I., Kligerman, Y., Halperin, G.: Analytical and experimental investigation of
laser-textured mechanical seal faces. Tribol. Trans. 42(3), 511–516 (1999)

19. Chen, X., Qu, N., Hou, Z., Wang, X., Zhu, D.: Friction reduction of chrome-coated surface
with micro-dimple arrays generated by electrochemical micromachining. J. Mater. Eng.
Perform. 26(2), 667–675 (2017)

20. Podgornik, B., Vilhena, L.M., Sedlacek, M., Rek, Z., Zun, I.: Effectiveness and design of
surface texturing for different lubrication regimes. Meccanica 47(7), 1613–1622 (2012)

21. Gachot, C., Rosenkranz, A., Hsu, S.M., Costa, H.L.: A critical assessment of surface texturing
for friction and wear improvement. Wear 372–373, 21–41 (2017)

11 Parametric Investigation of Various Electrolytes … 245



www.manaraa.com

Chapter 12
Analysis of Casting Defects
in Investment Casting by Simulation

Sudip Banerjee and Goutam Sutradhar

12.1 Introduction

Investment casting is one of the oldest primary manufacturing processes as man-
kind has learnt to use liquid metal around ten millennia [1]. Since about 4000 years,
products (low melting point cast products) of investment castings were produced by
the traditional metal smiths, Dhokra tribes. They used to produce knives, jewelery,
arrows, spears, etc., by using disposal pattern made of wax. Thus, investment
casting is also called as lost-wax process [2]. In this process, they used to produce
intricate shapes having complex geometry. Investment casting is considered as the
most ancient metal casting process as well as most modern and versatile process of
manufacturing components having complex geometry, higher-dimensional accu-
racy, and excellent surface finish [3]. The word ‘investment casting’ was originated
from the concept of using mobile slurry or investment for making mold with
extremely smooth surface and high-dimensional tolerance [4]. The dancing girl of
bronze was found at Mohenjo-daro (3000 B.C) which was manufactured by
investment casting. This is one of the finest examples of ancient investment casting
process [5]. Nowadays, the versatility and integrity of investment casting have
highly emphasized the foundry industry for using this process while producing
near-net shape and thin products. Now, the advancement of technology has trans-
formed it as the most modern and versatile metal casting process. Technologists
reengineered the lost-wax process as investment casting process by applying dif-
ferent pattern materials, pattern-making mechanism, and metal feeding system. The
wax replica of the desired pattern is made by injecting wax into the metal die.
A casting cluster is formed by attaching a number of patterns to a central wax stick.
Thus, the tree is formed which is then dipped again and again into refractory slurry

S. Banerjee (&) � G. Sutradhar
Department of Mechanical Engineering, Jadavpur University, Kolkata, India
e-mail: banerjee.sudip71@gmail.com

© Springer Nature Switzerland AG 2019
P. Sahoo and J. P. Davim (eds.), Advances in Materials, Mechanical and Industrial
Engineering, Lecture Notes on Multidisciplinary Industrial Engineering,
https://doi.org/10.1007/978-3-319-96968-8_12

247

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-96968-8_12&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-96968-8_12&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-96968-8_12&amp;domain=pdf
mailto:banerjee.sudip71@gmail.com
https://doi.org/10.1007/978-3-319-96968-8_12


www.manaraa.com

made of grained silica, water, and binders to produce a fully hardened refractory
shell. The wax pattern is then removed thermally or by steam autoclaving. Residual
wax is removed by burning the shells into an oven. Now, the refractory shell is
ready to hold molten metal. Molten metal is poured through pouring cup or drawn
up by vacuum. The casting is then allowed to get solidified. Now, the ceramic mold
is broken, and the parts are cut from the tree to have a number of pieces of desired
product [3, 6]. Investment casting is one of the most versatile casting processes as it
is able to cast intricate shapes with highest precision even shapes having undercuts
in desirable numbers. Welding and assembling are not needed for finished product
which means there will be no need of combining parts to get a complex shape
which saves time and money as well as eliminates the chances of errors. Even larger
sized product like turbine blade can be cast by this process. In spite of all these
advantages, there are downsides also like initial cost, product size (heavy steel or
Al-castings, door frame of aircraft, etc.), longer cycle time. [7].

India has a long-established custom of metal casting as the earliest castings were
produced more than 5000 years ago [8]. The Chola bronze and Dhokra iron cast-
ings had made ancient Indian investment casting famous worldwide. At that time,
major application areas of this casting were idols for worship, daggers, hooks,
bowls, pillars, nails, frames, utensils, weapons, etc., of different materials like gold,
copper, silver, lead, iron [2, 9]. The excavations at different parts of India (Delhi,
Ropar, Nashik, Indus valley) have confirmed these facts. Many districts all over
India (Tirupati, Salem, Cuttack, Mayurbhanj, Bankura, Kolhapur, Mandi) are still
practicing this lost-wax process [10]. At ancient time, the mixture of natural resin,
bee wax, and little amount of cooking oil were used as the material of wax pattern.
This mixture is then heated and poured into sheets to produce the desired wax
pattern. This pattern is then placed into the clay mold which is made of fine river
clay, cow dung, natural resin, and gingelly oil. This mixture is followed by coarser
clay. The models are then parched in sun for 2–4 weeks and then heated by cow
dung cakes for melting out the wax. The mold is preheated. Metal charge is melted
by crucible furnace and poured into the mold cavity through gates and risers. Then,
the final product is removed by chiseling with iron nails [11].

The casting requirements of last decade have changed significantly due to the
demand of market and technological push (CAD/CAM/CAE). Widely used casting
processes like die casting and sand casting cannot meet all desired requirements
(better appearance and competitive cost, zero or just finish machining, continuous
design improvements with higher surface finish) of the present industry. The
lost-wax process can meet these requirements. This process was reinvented in 1940
by west, and they have renamed it as investment casting process. Modern invest-
ment casting process can provide higher-dimensional accuracy (1 lm/mm) and best
surface finish (1–2 lm) [12]. Here, the manual crafting of wax pattern of ancient
process is replaced by wax injection die. Several advanced technologies have been
used in this process to achieve better results. Wax additives have been used to
increase strength and fluidity, whereas shell strength is improved by using fiber
materials. Mold filling is improved by using new material and applying
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vacuum-assisted gravity casting. Computer-aided-technologies, i.e., intelligent
methoding (feeders and gating design), creating solid model (for multiple casting),
rapid prototyping (for fabrication of wax pattern), are used for speeding up the
process of pattern making [13, 14].

Indian foundry industries generally cast components of auto, railways, sanitary,
tractors, defense, earth moving, power machinery, pipe fittings, pumps, textile, etc.
[15]. As per 51st world casting census, India has 4600 casting units and 90% of
them are MSMEs. According to 2016–17 casting census, total production of
castings of India is 11.35 million MT. Out of this total production, 70% is gray iron,
12% steel, 9% ductile iron, 8% non-ferrous, and 1% others [16]. Depending on
locations and specific end-use markets, several foundry clusters are there
(Kolhapur, Ludhiana, Pune, Rajkot, Ahmedabad, Coimbatore, Howrah, Kolkata,
Belgaum, Indore, etc.) [17, 18]. India has only 250 investment casting foundries out
of 4600 foundries. Most of the investment casting foundries are situated at
Ahmedabad, Rajkot, Bhavnagar, Coimbatore, and Belgaum as cluster [16].
Recently, a few foundries are coming up at Howrah and Kolkata cluster.
Particularly at Gujarat, the environmental conditions are in favor of Investment
casting as the shells are getting dry in a shorter time compared to the foundries of
eastern part of our country where de-humidification room is very essential [19].
Being the sixth largest producer of automotive vehicle, India has a huge possibility
for investment casting. The Indian investment casting foundries used to produce
pumps, machinery, and industrial valve for automotive industries and also for
cookware industries which have extensive scope. The demands of railways and
automobile industries for investment casting components are mainly fulfilled by
Rajkot and Coimbatore clusters [20].

Literature review reveals that several researchers and industry personnel have
concentrated on simulation-based study for predicting casting defects. Upadhya
et al. have generated a computer-based model for calculating view factor and
predicting defects [21]. Dabade et al. have tried to examine sand and mold-related
casting defects by combing L18 orthogonal array-based design of experiment and
computerized casting simulation [22]. Chalekar et al. have used CATIA V5 and
casting simulation software to predict probable casting defects and perform nec-
essary process development of 100NB pistons of piston valves which are cast by
investment casting [23]. Jadhao et al. have reviewed simulation-based casting
studies and also used casting simulation software to examine the feeder system of a
cast iron block [24]. Dong et al. have used structural identification method to study
the non-uniform shrinkage distribution of single-crystal hollow turbine blade which
is manufactured by investment casting method [25]. Jabur et al. have predicted
shrinkage porosity of Al–Si castings by choosing appropriate parameters and
methoding with the help of casting simulation software. Numerical solution based
on explicit 3-D finite difference method was used to describe the role of silicon
percentage on defect morphology [26]. Shamasundar et al. have applied FEM-based
casting simulation in several investment casting products to examine their defects
and performed gating modification to minimize those defects [27]. Fu and Yong
have applied CAE-based simulation to examine several process-related defects of
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two industrial component produced by four-cavity HPDC method [28]. Tiberto and
Klotz have used two different casting simulation softwares (Flow-3D and
PoligonSoft) to reduce micro-porosity-related defects in jewelery castings [29].
Beffel et al. have examined the effect of several parameters like grain size, alloy
selection, part design in simulation of investment casting products [30]. Sabau et al.
have performed numerical simulation on heat transfer criterion to study the alloy
shrinkage factors of investment casting products [31]. Norouzi et al. have used
MAGMA soft to study the hot tearing and residual stresses in investment casting
products [32]. Hang et al. have used cellular automation-finite difference method to
optimize and simulate directional solidification of a component [33].
Chattopadhyay has developed a model to estimate solidification time of investment
casting [34]. Zhang et al. have found cast deformation by using coordinate mea-
surement machine [35]. Guan et al. have formed a model to analyze the cooling
behavior and cracking behavior of Ti–Al by investment casting process [36]. Sung
et al. have generated a FEM model to predict gas porosity of a rectangular plate by
using investment casting [37].

In most foundries, there is no scope for the foundry engineer to design the
product at earlier stage of product development. The foundry engineer is bound to
follow stringent instructions of the designer which put him under immense pressure
to produce sound casting within given budget and stipulated time [29]. Customer
demand in terms of quality consistency as well as decreasing availability of tech-
nically skilled and experienced manpower has led to computer-based approach to
focus on pattern design and method optimization [38]. Also, defects are examined
only after the prototype is made which is waste of resources. On the other hand,
computer-based simulation uses 3D CAD model of the component to suggest the
methoding solution, gating system, and predict probable defects. It helps the
foundry engineer to design, model, and analyze a complex component within a
shorter lead time. Thus, simulation improves the quality of castings as well as
increases profit by enhancing net yield. In this process, several iterations can be
done to predict the optimal methoding solution which provides defect-free castings
with maximum possible yield [39]. The flowchart of simulation process is shown in
Fig. 12.1, and the comparison between shop-floor trial and simulation process is
shown in Fig. 12.2. Casting simulation softwares are regularly used by aluminum,
copper, iron, and steel foundries using processes ranging from green sand, resin,
and shell-bonded sand to investment and gravity die casting. Several casting sim-
ulation softwares like AutoCAST, MAGMASoft, ProCAST, SOLIDCast. are
available in market. For the present study, AutoCAST and ZCast are used.
Investment casting has got immense importance in modern foundry industry due to
its versatility, integrity, and higher-dimensional accuracy. Therefore, this process is
more suitable for turbine blades, aerospace industry, jewelery castings, and many
more industrial and scientific components [2]. Modern technologies like rapid
prototyping, rapid tooling, 3D printing, and casting simulation have helped to
improve the product quality and also made it cost-effective [12]. Wax properties,
autoclave de-waxing, blending effect, slurry preparation have taken the attention of
researchers, but very few of them has shown the interest in simulation of investment
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casting products though simulation can visualize mold filling, solidification and
also can predict shrinkage porosity, blowholes, cold shut, and hard zones without
shop-floor trials. Research on yield improvement also has not got much importance
though yield of investment casting product is near about 50%.

Casting simulation is a powerful tool of imitating original process with the help of
a set of mathematical equations in a program just to anticipate the mold filling and
solidification [40]. Different defects such as porosity, cold shut, and shrinkage cavity
could be forecasted provided proper shop-floor inputs are being given to computer.
Thus, it is very helpful tool for developing the existing castings as well as new ones
without or minimum shop-floor trials [34, 41]. Casting simulation in earlier step
could figure out the defect-prone zones which will help to take protective measures
[22, 42]. 3D CAD model of the casting part in STL format is the main input of the
simulation, and the output is animated visualization of mold filling, cooling to room
temperature, and solidification. Filling time, mold erosion, incomplete filling can be
determined by mold filling option, whereas cooling rate, temperature, and gradients
can be predicted from solidification simulation [43]. Some well-known casting
simulation softwares are AutoCAST, Z-Cast, ProCAST, MAGMASoft, SOLIDCast,
etc. [44]. For the present case study, AutoCAST and Z-Cast are used for simulation
and solidification analysis along with the mold filling analysis.

Fig. 12.1 Flowchart of
simulation process
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12.2 Results and Discussion

In casting simulation study, filling process and solidification process are of
immense concern. Filling process is mainly affected by melt velocity, pressure, flow
direction, venting conditions, while solidification depends on metallurgical, ther-
mal, and physical phenomenon like location of in-gate, last solidification zone,
solidification sequence, temperature distribution of the casting, rationality of
cooling layout. Based on filling and solidification criterion, location of probable
defects can be predicted. To demonstrate the role of filling and solidification cri-
terion on casting defects, three industrial case studies of investment casting are
discussed here.

12.2.1 Case Study I: 100NB Flange

In the present study, the foundry is producing 100NB flange of weight 6.85 kgs of
cast steel-ss-austenitic by investment casting process. Effect of in-gate size and
shape is studied here by taking three types of in-gate (i.e., flat, square, and taper)

Fig. 12.2 Flowchart of comparison between simulation process and shop-floor trials
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having different sizes (15 � 15 � 300 and 20 � 20 � 300) which are taken into
consideration. Composition of casting material is shown in Table 12.1. 3-D model
of 100NB flange tree with flat in-gate is shown in Fig. 12.3. This 3D model is
generated in solid modeling software and converted to .STL format with the help of
CAD model data exchange system. The .STL file is the direct input of
AutoCAST-XI simulation software. Here, pouring temperature is taken as 1520 °C,
and pouring time is 22 s. Molten metal is poured into the cavity at the flow velocity
of 40–100 m/s.

In the first iteration, taper in-gate of size (15 � 15 � 300) is taken into con-
sideration. The result of first iteration is shown in Fig. 12.4. Figure 12.4 shows that
there is no probable shrinkage porosity, blowhole is there in the in-gate, but pos-
sibility of cold shut and hard zone is more. Figure 12.4a shows the
post-solidification condition of the simulation where violet and blue colors indicate
faster freezing zones, whereas white and yellowish white signify slower cooling
zones. The whitish zone will remunerate the shrinkages. Here, the tapernature of the
in-gate improves longitudinal temperature gradients; thus, no shrinkage is there, but
the ends of in-gate solidify faster by improving internal stress of the casting which
may cause blowholes at the end of the in-gate. Figure 12.4e shows that hard zones
are also present in the casting. Hard zones are generally caused by impurities in the
material or agglomeration of alloy elements which are added in small percentage.

Table 12.1 Composition of cast steel-ss-austenitic

Element C Si Mg Cr Ni Cu Fe

wt% 0.019 0.27 1.40 18.46 10.20 0.276 Balance

Fig. 12.3 3-D model of
100NB flange tree with flat
in-gate
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In next iteration, simulation of taper in-gate of size (20 � 20 � 300) is done for
further improvement. Result of simulation is shown in Fig. 12.5. Result shows that
some probable shrinkage porosities are there along with cold shut and hard zones,

Fig. 12.4 Simulated casting defects for taper in-gate of size (15 � 15 � 300)
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but no blowhole is there. Figure 12.5a shows that shrinkages are nearer to the riser
which implies that the riser design is not proper to meet the requirement of feeding.
Figure 12.6 shows the effect of square ring in-gate of size (15 � 15 � 300) on
several casting defects. The probability of shrinkage porosity and blowholes are
there, but result of simulation shows that probability of cold shut is minimum and
probability of hard zones is maximum. Figure 12.6(a) shows the solidification

Fig. 12.5 Simulated casting defects for taper in-gate of size (20 � 20 � 300)
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Fig. 12.6 Simulated casting defects for ring in-gate of size (15 � 15 � 300)
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nature of the casting. It shows that molten metal will enter from different directions;
thus, there is probability of gas entrapment. As no proper venting mechanism is
there, the entrapment will happen at the middle of entrances. Thus, shrinkages are
there in the simulation result. But the directional solidification will lead the
entrapped air toward in-gate which will reduce the probability of blowholes. Further
simulation of square ring in-gate of size (20 � 20 � 300) is done to check its effect
on several casting defects. The simulation result is shown in Fig. 12.7. It is seen
that the percentage of probable shrinkage porosity and blowhole has increased
along with cold shut and hard zones compared to ring square in-gate

Fig. 12.7 Simulated casting defects for ring in-gate of size (20 � 20 � 300)
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(15 � 15 � 300). Here, metal is falling freely thus creating turbulence, and melt is
entering in the part from different directions; thus, air entrapment issue will be more
for (20 � 20 � 300)-type in-gate. When the jetted metal entered into the flanges, a
rolling-type back-wave was formed. Hence, the simulation result shows more
shrinkage in restricted areas.

In next iteration, simulation of flat in-gate of size (15 � 15 � 300) is performed.
The simulated view of post-solidification figure is shown in Fig. 12.8a. The figure
shows the solidification behavior of the component with respect to temperature.
Blue color signifies early coagulation region, whereas white or yellowish white

Fig. 12.8 Simulated casting defects for flat in-gate of size (15 � 15 � 300)
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signifies the slowest freezing region. Here, the in-gate region is hotter compared to
the flange body. Thus, the in-gate part will remunerate the volumetric shrinkages
which help to avert porosity or under-fill-related defects. Results of simulation are
shown in Fig. 12.8. Figure 12.8 shows that no probable shrinkage porosity is
present in the casting and blowhole is there in the in-gate, whereas few cold shuts
are present along with some hard zones. Cold shuts can be eliminated by increasing
pouring rate but that will cause air entrapment. Thus, further iteration is done to
minimize cold shut and hard zone if possible. In this iteration, simulation is per-
formed by taking in-gate (20 � 20 � 300). Results of this iteration are shown in
Fig. 12.9 which shows that percentage of probable shrinkage porosity, blowholes,
cold shut, and hard zones has increased compared to the previous iteration. Thus,
the OEM is advised to use flat in-gate of size (15 � 15 � 300) for shop-floor trial.
They have got satisfactory result by having shrinkage and blowhole-free casting
with minimum rejection. Thus, further iterations are not needed.

To study the solidification behavior of the component having in-gate size
(15 � 15 � 300), cooling curve is plotted and examined by taking different points
at different thickness and location of the in-gate tree. Different points and cooling
curve are shown in Fig. 12.10a, b. In Fig. 12.10b, all curves are showing distinct
variation law. After completion of filling, temperature declines rapidly from 1520 to
1410 °C. After that, the melt is entering into the liquidus region; hence, the slope of
curve is less steep than the previous region. This phenomenon continues up to
1350 °C. Then, nature of curves is nearly horizontal but of different degrees.

12.2.2 Case Study II: 32 NB Swivel Flange

In this case study, the foundry is producing 32 NB swivel flange of A304 stainless
steel by investment casting method. Effect of pouring temperature and method
design on shrinkage porosity is discussed in this study. Composition of A304
stainless steel is shown in Table 12.2. Here, simulation is done by using Z-Cast and
AutoCAST-XI casting simulation software. During simulation, some parameters
are kept constant; they are tabulated in Table 12.3. The de-waxed tree of the
considered component is shown in Fig. 12.11. For the first iteration, pouring
temperature is considered as 1615 °C and pouring time is 20 s.

Figure 12.12 shows filling condition of this flange at different fill rate (10, 50
and 100%). Figure 12.12a shows that melt is entering in the tree through in-gate.
Mold filling is an important issue because melt temperature will start to decrease
when it comes in contact with cooler surface. Figure 12.12a shows that molten
metal will start to fill from bottom parts. Figure 12.12b shows that at 50% filled
condition the components placed at bottom are already getting solidified, which
implies that melt temperature has dropped drastically. So the thinner portion of the
component will have lesser shrinkage compared to the thicker part as thicker part
may not get proper backup.
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The simulation result is shown in Fig. 12.13. The simulation result shows that
shrinkages are present on each component and volume of shrinkages at bottom part
of a column is more compared to the volume of shrinkage at top part of that
column. The sizes of shrinkages of bottom part are shown in Fig. 12.14. For
reducing the shrinkage size, second iteration is needed. It is well known that liquid
melt can retain more resolved gas compared to solid state. As a result, solidification
shrinkage like porosities is formed. So increased temperature will lead to increased

Fig. 12.9 Simulated casting defects for flat in-gate of size (20 � 20 � 300)
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(a) Different points                                         (b) Cooling curves

Fig. 12.10 Cooling curve of solidification process

Table 12.2 Composition of A304 stainless steel

Element Ni Cr Si Mn C P S Fe

wt% 10.20 18.30 1.00 2.00 0.080 0.045 0.030 Balance

Table 12.3 Constant
parameters during simulation

Parameter Value

Material A304 stainless steel

Pouring time 20 s

Shrinkage allowance for material 6%

Mold material Shell sand

Shell thickness 6 mm

Mold temperature 600 °C

Flow velocity 40–100 m/s

Fig. 12.11 De-waxed tree
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(a) 10% Filled              (b) 50% Filled

(c) 100% Filled

Fig. 12.12 Filling condition at different fill rate

Fig. 12.13 Simulation result of shrinkage
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shrinkage porosity. Hence, pouring temperature of second iteration is reduced to
1550 °C. Simulation results show that shrinkage size has reduced. The top view of
shrinkage is shown in Fig. 12.15.

For further improvement, methoding is little bit changed by placing the com-
ponents at 30° with the horizontal and pouring temperature is kept at 1550 °C.
Simulation result of this iteration is shown in Fig. 12.16a, b. Figure 12.16b shows

Fig. 12.14 Shrinkage size at bottom part

Fig. 12.15 Top view of shrinkage
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that the shrinkage size has reduced again. Finally, pouring temperature has been
reduced to 1520 °C keeping the components at 30° with the horizontal to see the
combined effect of pouring temperature and proper methoding. Figure 12.17a, b
shows the amount of shrinkages present after this iteration. From Fig. 12.17b, it can
be concluded that the size of shrinkages has been reduced further. Now, taking
same conditions as the fourth iteration (pouring temperature 1520 °C and compo-
nents are placed at an angle of 30° with the horizontal), the simulation is again
performed in AutoCAST-XI. The results are shown in Fig. 12.18. The simulation
result shows that some components which are at the bottom of the tree have
shrinkage, while other components are free from shrinkage.

Solidification behavior of 32 NB swivel flange (placed at 30° with horizontal
and pouring temperature 1520 °C) is studied by plotting cooling curves.
Thermocouples are placed at different places of the in-gate. Different points and
Cooling curves are shown in Fig. 12.19a, b. It is seen that rapid temperature drop is
there up to 1400°, and then, a, b, c will take 84–88 s to reach 1350 °C, whereas d,
e, f will take only 24 s due to the thickness of the component. After that, the curves
will decline to 900–1000 °C linearly in different degrees.

Fig. 12.16 Shrinkage porosity of third iteration

Fig. 12.17 Shrinkage porosity of fourth iteration
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12.2.3 Case Study III: Pistol Body

In this study, a foundry is producing pistol body of cast steel-ss-austenitic (compo-
sition: C = 0.019%, Si = 0.27%, Mg = 1.4%, Cr = 18.46%, Ni = 10.20%, and
Cu = 0.276%) by investment casting. Effect of pouring temperature and method
design is studied here to develop defect-free casting. In the first iteration, eight pistol
bodies are attached with in-gate to check the simulation result keeping pouring
temperature at 1550 °C and pouring time as 22 s. Results of simulation are shown in
Fig. 12.20. Figure 12.20 shows that no probable shrinkage is found, but blowholes,
cold shuts, and hard zones are present. So, further iteration is needed. In second
iteration, pouring temperature is set at 1600 °C. Results of second iteration are shown
in Fig. 12.21. Figure 12.21 shows that no shrinkage is present and blowhole is present
in the in-gate. It is also seen that cold shut, misrun, and hard zones are present in the
casted components. Thus, further iteration is needed. In third iteration, method design
is changed by attaching four pistol bodies with the in-gate, while the pouring tem-
perature is 1600 °C. The result of simulation is shown in Fig. 12.22. Figure 12.22
shows that no shrinkage; blowhole; and cold shut are present in pistol body.

Fig. 12.18 Simulation result of fourth iteration by using AutoCAST-XI

(a) Different points                                         (b) Cooling curves

Fig. 12.19 Cooling curve of solidification process

12 Analysis of Casting Defects in Investment Casting by Simulation 265



www.manaraa.com

Fig. 12.20 Simulated casting defects for eight pistol bodies, pouring temperature 1550 °C
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Selected points on in-gate of four pistol bodies and its cooling curve are shown
in Fig. 12.23a, b. Thermocouples are placed at four different positions (a, b, c, d) as
shown in Fig. 12.23a. Figure 12.23b shows the cooling curve which shows that
after pouring melt temperature will increase to 900 °C in 5 s and melt temperature
will decrease to 1400 °C in 4 s for thinner sections and in 10 s for thicker section.
After 1400 °C, the slope of curve will change. For thin sections, slope is steeper as
these parts will solidify quickly, whereas thick part ‘c’ shows different nature. Thick
part ‘c’ will take time to get solidified compared to thin zones; thus, probability of
shrinkage was there that is why modification in method design is made by attaching
the pistols angularly with the in-gate. Thus, the probable shrinkages are avoided by
proper method design. After 180 s, all three curves (a, c and d) are showing linear
relation but of different degrees.

Fig. 12.21 Simulated casting defects for eight pistol bodies, pouring temperature 1600 °C
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Fig. 12.22 Simulation result of four pistol bodies, pouring temperature 1600 °C

(a) Different points                                         (b) Cooling curves

Fig. 12.23 Cooling curve of solidification process
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12.3 Conclusion

Casting simulation has become sufficiently matured to diagnose the shape,
appearance, and location of defects of the components. .STL file of the 3D solid
model is taken as the input of simulation softwares (Z-Cast and AutoCAST-XI),
and simulation is performed to determine casting defects. First cast study shows the
effect of several in-gates on 100NB flange, and it is seen that probability of defects
is minimized by the help of simulation to make the casting right first time, every
time. So casting simulation is essential to produce optimized, high yield, and
economical casting without any shop-floor trial for new components under devel-
opment. This investigation also suggests using flat in-gate of size (15 � 15 � 300)
for 100NB flange. In second case, effect of pouring temperature is examined and
proper methoding is done depending on the requirement of the system form min-
imizing shrinkage size. Third case study shows the effect of pouring temperature
and method design on position of several casting defects of pistol body casted by
investment casting. It is seen that simulated result of the component having four
pistol bodies has less probable defects compared to all other conditions. The
accuracy of the simulated model is compared with experimental model. It shows
that the experimental model completely validates the computer-aided simulated
model. So it could be concluded that if the process variables like pouring tem-
perature, shell thickness, and preheating temperature of the shell are properly found
in a systematic manner, then better judgment could be taken at the shop-floor level.
It is expected that shop-floor foundry men as well as academicians and researchers
will get immense benefit from this paper.
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Chapter 13
Experimental Investigation of Fiber
Laser Micro-Marking on Aluminum
6061 Alloy

Debal Pramanik, Srinath Das, Soumya Sarkar,
Subir Kumar Debnath, Arunanshu Shekhar Kuar and Souren Mitra

13.1 Introduction

Precision of operation, high-speed processing, and low cost are the significant
advantages of laser cutting of sheet metals over the conventional cutting methods.
Various manufacturing processes are using laser beams for the last four decades. In
the field of aeronautics, electronics, semiconductor, automobile, and biomedical
industries requiring turbine blades of aircraft engine, integrated circuits, combustion
chambers, automotive fuel filters, surgical needles or stent cutting and micro-fluidic
devices laser micro-machining including micro-cutting, micro-marking, micro-
drilling, micro-channeling, micro-turning has emerged in a large scale during the
present decade. Fiber laser technology combining of multi-diode pump solid-state
laser and fiber technology is the prime factor for the successful application of laser
micro-machining in the present era. Due to its simplicity, compact design,
cost-effectiveness, low maintenance, high efficiency, high stability, and smaller spot
size, it has become the most promising substitute to the high power, bulk solid-state
laser, and gas lasers. Short pulse ranges from millisecond to picosecond, and even
femtosecond for precise micro-machining of different materials is the main char-
acteristic of fiber lasers. An extensive range of flexible processes for removing
molten material in the micron range is included in the laser micro-machining
process [1]. Broad classification of the term of micro-machining is made through
the ablation, micro-cutting, turning, drilling, and marking in the ranges of micron.
The various fields of production, metrological, medical, and military applications
earlier controlled by conventional solid-state lasers and gas lasers have come into
the domain of fiber lasers which appears to be most flexible and rapid increasing
laser systems during the most recent decade. Fine and precise micro-machining
involving an arrangement of both continuous and pulse mode with the help of
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fusion cutting (inert gas) to sublimation cutting (oxygen cutting) is a good mar-
ketable field for fiber lasers (average power of 5–50 W) [2, 3].

13.2 Benefits of Fiber Lasers Over Other Lasers
(Gas and Solid State)

a. Light joined with a flexible fiber: It is a fact that light already in a fiber permits
its easy transfer to a variable focusing element. Laser cutting, bending welding
and folding of metals and polymers bear the importance of this.

b. High output power: Active regions of fiber lasers can be several meters long, for
which it can give very high optical gain. Fibers’ high surface area proportionate
to volume ratio, allowing cooling efficiently is the cause of supporting of
kilowatt levels of continuous output powers by lasers.

c. High optical quality: Waveguiding properties of fiber decrease or remove
thermal deformation of the optical path, which creates a high-quality optical
beam with limited diffraction.

d. Compact size: In comparison with rod or gas lasers, fiber lasers remain to be
compact and to save space. No cooling or chilling unit is required for such type
of fiber laser machine.

e. Reliability: Vibrational stability at high level with extension of lifetime and
maintenance-free turnkey procedure is seen in fiber laser.

13.3 Applications of Fiber Laser in the Area
of Micro-Machining

Fiber laser micro-cutting, micro-marking, micro-drilling are more widely used than
the lamp current pulsed Nd:YAG lasers in the field of medical sciences. As the
medical devices are small in size, expensive in material and able to be fitted into
small areas production of them is a very difficult task. To overcome such problems,
operation of fiber laser is a fruitful solution for costly and smaller implements in
areas tolerating the power of only a few microns. Use of many conventional
methods like ink marking, electrochemical marking, stamp marking, and engraving
is made to mark the manufactured product with logs and related information for
identification and theft prevention. Having a lot of advantageous over the con-
ventional marking methods laser marking has been used increasingly due to the
following benefits like no wear of tool, high degree of automation, free program-
ming, and choice of features. Fast marking with precision in automated manufac-
turing environment requires the process for its most suitable nature. ID marks like
QR codes, data codes, barcodes part numbers, 2D matrix codes and graphics,
business logos and laser marking of the aesthetic nature are included in the various
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application fields, but it is not only confined to precision marking related to cal-
lipers. Pulse frequency, laser power, duty cycle, scanning speed are the process
parameters of laser marking to be optimized for ensuring the acceptable mark
quality for almost all the elements of material.

The identification number marking or QR code at the backside of the wafer in
the die level is the most significant purpose of laser making, being used increasingly
in micro-machining. Identification numbers on silicon wafers by laser marking help
to stress out the manufacturing process related to fault analysis. Besides, the
qualities like machine readability, minimization, and unfavorable outcome on the
onward processing step the laser mark must possess the quality of distinct classi-
fication at the end of the production process. Laser marking requirements are
turning to be more severe strict as a result of increasingly trend toward, very thin
wafers (150 µm) in electronics consumer goods. One of the key areas emerging as
the marking of electronic goods of daily household articles remains to be fiber laser
marking process. Several manufacturers have made use of hard coated plastic cases
to enable scratch resistance. It is very hard task to make laser marking on such
surfaces without causing any damage to it because maintenance of a precise sta-
bility between the peak power and average power along with the pulse energy has
to be made. Resulting fiber lasers are more and more used in place of green and
other ultrashort laser for its cost-effective quality. Also, increasingly use of lasers is
observed to fabricate medical devices like stents, catheters, and micro-fluidic
devices. On the basis of the properties of the materials, selection of laser parameters
should be made so that the laser can be used for production of variety of medical
devices.

13.4 Fundamental Method of Laser Marking

A considerable quantity of energy in a small predetermined area is produced by
laser. At the time of a beam of photons entering into a material surface, transfer of
energy appears for intensification of the vibration of the molecules, causing heating
to be macroscopic phenomena. Through heating, melting, or vaporizing in selected
areas the focused energy achieves in a greater way than by any other process.
A schematic representation of surface interaction with laser is shown in Fig. 13.1.

There are significant contrasting achievements of lasers as it can perform
melting, annealing, or vaporization of the material, all of which are permanently
unique. Modification of the optical appearance of a surface, which a laser beam
heats, is the principle of laser marking. A variety of mechanisms are there for the
occurrence of this following are the two broad categories for such mechanism:

(a) Marking by way of material removal from the upper surface of material and
(b) Marking by material surface modification.
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13.4.1 Marking by Way of Material Removal
from the Upper Surface of the Material

Focusing on laser beam to a small spot greatly increases the density of the energy.
As the energy becomes sufficiently high, it causes the surface temperature to rise.
A visible mark is achieved by laser through either by melting, vaporization, or
photochemical decomposition or ablation and engraving or scribing through the
mechanism of removal of material.

13.4.1.1 Etching

The process laser etching applies heat to the surface of a material increasingly up to
a level causing surface melting. The surface of a material is caused to be heated by
the laser beam when cooling is done a different finish is found on the material. For
creating a mark, removal of small quantity of material from the metal portion is
done by the etching process. When a solid in connection with gas and liquid, a gas
in connection a with solid, or by both a solid and gas at a time absorb laser light the
processes of etching starts, causing reaction among the solid, liquid, or gas. The
light wavelength remains to be the guiding factor for absorption, resulting in
electronic excitation which causes melting, heating, or immediate direct heating [4].

Fig. 13.1 Schematic representation of interaction of material
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13.4.1.2 Surface Melting

Laser beam helps to melt the material. Removal of coated layer like black oxide,
anodization, paint for revel of the base material is achieved by the application of the
laser beam. For the high contrast in-between the coating and the base material, very
sharp and detailed characters arise out of this method. Analytical model studies for
the laser melting of inhomogeneous workpieces having parabolic melt pool
geometry are made for finding out the melt pool depth during laser marking for
finding out the resulting surface layer thickness after solidification, related to the
quality of the mark.

13.4.1.3 Ablation (Layer Removal)

High energy pulse irradiation is used by laser ablation for achieving strong elec-
tronic bonds breaking and resultantly decomposition of materials. Expansion of the
resultant molecular fragments in plasma plume appears, rapidly builds up pressure
and quickly ejects it. Resultant effect of the high-power laser pulse related to the
material is to eject the material, and the process is known as ablation. Often it is
conducted in both vacuum and air conditions. Absorption of a portion of incident
beam energy is caused to the material, and subsequently, it is altered into heat
energy. Rise of bulk material temperature depends on material properties and
thermal conductivity. Melting and vaporization start as temperature rises to a def-
inite threshold value. Vaporization and vapor cause ejection of melt to remove
sections of the heated material, reaching at elevated temperatures. A recent layer on
the wall of crater is formed by the solidified melt (the sides and under the surface of
a layer mark), and deposition of condensed vapor is done as debris on the upper
layer around the interaction area. Adverse influence of debris and recast layer may
affect the laser mark visibility for which proper choice of processing parameters
should be made to minimize them [1, 2].

13.4.1.4 Engraving

The upper layer of the material is penetrated by the laser beam to remove material in
the laser path by way of displacement of molten material and/or evaporation. More
heat is generated in laser engraving than laser etching, removing substrate material.
Localized rising temperatures higher than the melting point of the material result in
melting. After re-solidification of the material, an altered surface formation appears
in the shape of a mark. Laser engraving cannot attain high contrast as is done by
laser coloring or etching as the vaporization and ejection of material are caused
during the marking process [5].
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13.4.2 Marking by Material Surface Modification

This process causes radiation of laser to affect the composition of material for
creation of a mark with high contrast devoid of any material removal. It helps the
material to melt locally through oxidization or chemical alteration for forming a
noticeable mark.

13.4.2.1 Foaming

Sufficiently high local temperature around the absorption place causes generation of
gases through burning or evaporation in foaming process. Molten material sur-
rounded the hot gases which form bubbles through expansion. Controlled laser
energy helps to result in bubbles out of foaming, scattering light and resultantly
marking white or light on dark marking contrast. High pulse frequencies are the
prerequisite setting for the laser for obtaining these type of result, as a result high
heat transmission to the compound occurs. Foaming giving very high contrast helps
to achieve color markings on dark surfaces [6, 7].

13.4.2.2 Carbonization

A laser heating helps to achieve a dark or black marking through localized polymer
matrix carbonization. In the method, local temperature of the material around the
absorption place is raised by absorbed energy for causing polymer thermal
degradation. Oxidized blackening of the surface material by laser gives a smooth
surface. Application of this marking is done to lubricious parts. Different type of
lasers may help laser marking of plastic by the use of laser sensitive pigments
coming out of certain particle substrates having certain metal oxide coating. For
optimization of laser sensitivity, selection of the components of the coating layer is
done.

13.4.2.3 Annealing

When laser causes metal to be heated nearly to melting points, a change of color
appears at the top layer of material. Laser beam heat causes annealing to achieve a
dark, burr free, permanent mark without significant penetration of surface. Heat and
oxygen induce an indelible mark coming out of laser annealing without observable
material ablation. For all metals showing a color change due to exposure to heat and
oxygen, especially stainless steel laser annealing may be done. A dark iridescent
appearance, having a light rainbow of greens, blues, and pinks sometimes seen in
the content or graphic, is generally given by annealing. Heating temperature is the
strong determining factor for the color. No cut or shallow marking can be seen in
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annealing which typically achieves the darkest as no material removal is done from
the metal. Applications of medical devices within the human body require such
technique for their precision.

13.4.2.4 Coloring

Exposer to laser radiation of a specific wavelength causes chemical changes in
materials when change of color occurs at certain energy densities (below melting
point). Discoloration of some metallic substrate materials is done by laser coloring
without melting, flaming, or vaporization of the material. Passing of a considerably
low power laser beam on the surface material at low speed discolors the mark area.
This method of laser marking achieves high-quality, high contrast marking, without
any disruption of the surface. All materials are not good fields of action of the
process as it possesses unfavorable effect on materials with previous heat treatment
and by reduction of the corrosion-resistant properties of some stainless steel alloys.
Specific colorant stabilities are the dependent factors for these mixed colorant
systems when possibility of all color changes is remote. Toxicity or adverse
affection of the product appearance physical properties or functional properties are
absent in laser formulations.

13.5 Major Parameters in Laser Beam Machining

A quality machining operation of any material is an intricate method in which a
number of parameters are to be followed at the same time. Laser machining process
requires the most important parameters like peak power or threshold intensity, pulse
width, cutting speed, pulse repetition frequency, cutting speed, and focal length
which is elaborated below:

(a) Peak Power or Threshold Intensity

As the metal target is heated up by a laser without gas jet, the absorbed energy is
conducted into surrounding colder metal. Threshold intensity is the minimum
amount of power impact necessary for initiating evaporation as it is exposed to laser
radiation [8]. Melting of the surface region of the metal will be done at higher
abortion rates. The dominant mechanism of material removal from the target
remains to be vaporization even higher absorption rate. At too high-power density,
plasma comes out of the instant transformation of the gas near the workpiece
interactions.

(b) Pulse Width

The definition of the time required for vaporization of the material is known to be
pulse duration or pulse width. The penetration time of the laser beam should be
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shorter than the pulse width. The pulse energy and the penetration time have an
inverse relation, i.e., when one increases the after decreases [9].

(c) Pulse Frequency

The mechanism of pulsed laser cutting differs from continuous wavelength laser
cutting due to the periodic nature of heating. Overlapping of a series of marking
operations is similar to the overall effect of laser cutting in pulsed mode. An
accumulation of the action of a series of single pulses remains to be the process of
cutting action.

(d) Cutting Speed

Feed rates varying from 80 to 90% of the maximum possible cutting speed make
sound and safe cutting results practicable. Reduction in speed is done to have
certain quality demands. Dross formation during fusion cutting and burnouts during
oxidation cutting may occur when the speed is too low. Pulsing of the laser may
help to avoid the defect.

(e) Focal Length

It is the distance between the workpiece and the focusing lens. It determines the
diameter of focused spot and therefore the light concentration on the work surface.
It is important parameter to obtain kerf widths.

13.6 Literature Review on Mark Width and Mark Depth

Researchers have made their study on micro-machining of laser beam and
micro-machining of laser-assisted studies with various alternatives of process
parameters as to optimize their machining output responses depending upon their
applications. Qi et al. [10] have made their research work on the laser beam pulse
frequency to find out their influence on the mark width, depth, and mark contrast.
Use of Q-switched Nd:YAG laser has been made in the stainless steel laser marking
process. The ratio of the apartment brightness between the with mark and without
marked areas showing the allowance degree of the mark remains to be the mark
contrast. A significant effect of the pulse frequency of a Q-switched Nd:YAG laser
on the mark quality has been investigated by them. When mark width appears to be
almost constant at different pulse frequency maximum depth of mark is found when
the pulse frequency remains to be about 3 kHz. There is a decrease in evaporation
of the material when the pulse frequency increases and simultaneously oxidization
appears to be more important, leading to improvement in mark contrast. Leone et al.
[11] have made use of a Q-switched multi-diode-pumped Nd:YAG laser to carry
out laser marking test on AISI 304 steel. Determination of the co-relation appearing
between working parameters, like pulse frequency, scanning speed, pulse intensity,
and resulting mark visibility is the main objective of the study. Evaluation of the
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mark visibility has been made on the basis of contrast index calculated from digital
images of the marks. For characterization of mark features, its width and roughness
have been estimated. Optical and scanning electron microscopy along with energy
dispersive X-ray technique is employed for analysis. The experimental results show
that both surface roughness and oxidation rise up as a function of frequency, which
leads to an enhancement in contrast up to a characteristic value. Ahmed et al. [12]
have presented their study results of micro-channel fabrication relating to
Nickel-based superalloy (INCONEL 718) through Nd:YAG laser beam machining.
Evaluation of the influences of laser parameters upon the characteristic of the
machining performance relating to dimensional sizes was made. Laser intensity,
scanning speed, and pulse frequency were the three laser parameters considered to
be predictors. Process responses were the channel’s bottom width, top width, depth,
and taperness. For studying and measuring micro-size dimension of the fabricated
channels, micrograph by SEM was recorded. To achieve desired machining results,
it was critical on the part of the selection of channel size. Study of microstructures
of the machined channel, revealing the recast layer with lumber grain structure and
phase transformation close to the edges of micro-channels was also made. Peter
et al. [4] have studied on the basis of artificial neural network (ANN) intelligence
tool and the response surface methodology (RSM), mathematical modeling and an
optimization of marking characteristics like mark depth, mark width, and mark
intensity by Nd:YAG laser micro-marking on zirconia ceramic. The RSM optimal
data output is justified through experiments and compared with predictive model of
ANN. Javale et al. [13] have looked into the result of the various process parameters
on mark characteristics, i.e., width, depth, contrast using fiber laser on stainless
steel, anodized aluminum, phenol formaldehyde. It is observed that with increase in
pulse frequency, evaporation of material comes down, while simultaneously oxi-
dization is more important, which bring about mark contrast improvement.

To obtain clear and unique mark, the most essential factors require adoption of
appropriate laser marking techniques and proper process parameters are for a
specific material, to improve the marking quality and productivity. In this experi-
mental study, micro-marking on Al-6061 alloy has been done using multi-diode
pump fiber laser. Aluminum has its remarkable mechanical properties and thermal
properties, and it is considerable challenge for machining using laser beam machine
due to its high thermal conductivity and weldability. Few research works had been
reported so far in the field of modeling and optimization of micro-marking on
Al-6061 alloy using diode pumped fiber laser. Nevertheless, no research work has
been reported on influence of a relatively uncommon process variable, i.e., defocus
height during laser marking operation. The aim of the present research study to
develop a mathematical model that can foretell the response characteristics like
mark width and mark depth for various input parameter settings in order to
maximize productivity.
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13.7 Fiber Laser Marking Quality Characteristic

Estimation of mark width and mark depth helps to evaluate laser marking quality
characteristics. Legibility characteristics help to assess the quality of marking. Mark
width refers to the line segment width formed by laser marking. The laser beam
spot size controls the marking width. The line width is affected by other parameters
like scanning speed, material absorbity, laser power density, and duty cycle.
Normally, an optical microscope helps to measure the mark width. Occasionally to
find out the width measurement, use of surface texture measurement equipment has
been made. The density of laser energy, the various types of materials, and the
material and laser beam interaction time generally affect the depth of marking.
A surface profile instrument or optical microscope helps to measure marking depth.
Variation from a few microns to several tens of millimeters can be achieved with
the help of depth of penetration in the material. The material evaporation from
marking region is enhanced by the use of the assist compress gas, resulting in more
marking depth. The supply of gases like oxygen, argon, helium, nitrogen, or
compressed air, assisting material removal helps to realize further increase in the
reaction on the material.

13.8 Experimental Plan on Laser Micro-machining
of Al 6061 Alloy

Details of multi-diode fiber laser machining system setup and experimental plan
along with result have been discussed thoroughly.

13.8.1 Fiber Laser Machining System Components

Optical fiber, diode pump sources, rare earth material dopant ions, different types of
mirrors, collimator, and fiber coupler remain to be the key elements of fiber laser.
Several parameters including laser source, (mainly wavelength and emission
regime) and characteristic of the material itself are the depending factors for laser
interaction with the optical fiber material. As a low loss material silica glass con-
stitute cylindrical waveguide which possesses to be optical fiber as a main com-
ponent. Doping with ytterbium yb3+ and neodium Nd3+ as rare earth elements help
to improve the optical properties. Comparison with other rare earth elements Yb3+

possesses several advantages like its long upper state lifetime, a minor quantum
defect (decreasing thermal load per unit length of pump power) and lack of the
excited state absorption. Different types of mirrors are utilized in fiber lasers to form
cavity. Semiconductor, diode lasers predominantly perform the pumping operation
in most of the cases. The diode laser output is directly pulsed into the laser fiber.
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Multiple diode lasers are utilized for increasing the pump power reaching to the
fiber. To prevent going back of emitted light toward the source, use of fiber couplers
is made either at one side of input fibers or at one side of output fibers [8].

The fiber laser key elements relating to marching system are laser source, col-
limator, beam delivery system, laser beam focusing control system, CNC controller,
and axis movement.

a. Laser Source: Pumping of fiber laser is done with the help of special high-power
multi-mode diodes through cladding of surrounding as single mode core. In
comparison with conventional diode pump, solid-state laser (DPSSL) life of this
individual multi-mode is quite long, when a single diode bar pumps DPSSL
multiple identical diodes, all of which feed the same gain medium, pump fiber
laser.

b. Collimator: Once the laser is generated within the optical fiber, the laser is
transferred into a collimator. In the collimator, two prisms are fixed at the two
ends of it.

c. Beam Delivery System: The most favorable advantage of fiber laser is that the
gain medium remains in the fiber and the delivery is also made through the fiber.
As a result, chances of coupling tip failure between gain medium and delivery
extending to the workpiece remain to be less.

d. Laser beam focusing control system: To alter the power density and the depth of
focus made by the laser of a given beam diameter, the focal length of the
focusing lens may be changed. A lower focal length lens achieves higher power
density. The importance of the alignment of the focusing lens greatly regulates
the coincidence of the beam center with center of the lens and the beam after the
lens if it not straight it will drastically lower down the efficiency of the cutting.
For getting proper focus on the workpiece, this fiber laser system is provided
with CNC interface, CCD camera, and CCTV [14].

e. CNC controller for axis movement: For having appropriate focusing for laser
beam through focusing lens, a CNC controller unit guides X-Y table and the
movement of X-Y-axis. The focus lens of the job is controlled by Z-axis.

13.8.2 Procedure and Planning of Laser Marking

Use of pulsed Multi-mode diode pumped fiber laser system and Industrial Mark
(I-mark) software manufactured by M/s Sahajanand Laser Technology, India, has
been made for the experimental purpose of the study (Fig. 13.2). Table 13.1 shows
the specification of the machine setup in details. Experiments have been planned on
response surface methodology (RSM), central composite rotatable second-order
design (CCD) based. Total 52 runs have been conducted and replicate with three
times. On experimental completion, microscopic images of mark width have been
taken at 10x magnification and mark depth by 50x magnification by using an
optical measuring microscope (Olympus STM 6), which is later measured by image
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analysis software. The controllable process parameter in the present research has
been chosen as power setting, duty cycle, pulse frequency, scanning speed, and
defocus height at 3 bar constant air pressure. The range of process parameters are
selected by basic experiments. The range of each controllable process parameters as
per RSM and CCD techniques is listed in Table 13.2.

13.9 Experimental Results and Discussion

From the literature review, it is concluded that certain parameters have a great
influence on manufacturing. CCD is a very capable method to fit a second-order
model. Each factor ranges have been decided on the basis of some pilot experi-
ments. Each controllable process parameter as per RSM CCD technique is listed in
Table 13.2.

Experimental plan with coded values for setting of process parameter and
measurement of responses is shown in Table 13.3.

Table 13.1 Detailed specification of the machine setup

Specification Description

Laser type Pulsed fiber laser

Wavelength 1064 nm

Mode of operation Pulsed mode

Beam diameter 1/e2 9 mm (after collimator)

Beam spot diameter 21 µm

Max average power 50 W

Pulse duration 120 ns

Max peak power 7.5 kW

Pulse repetition rate 50–120 kHz

Table 13.2 Controllable parameters and their limits

Parameters Symbol Level

−2 −1 0 1 2

Power setting (%) A 30 35 40 45 50

Duty factor (%) B 45 55 65 75 85

Frequency (kHz) C 50 60 70 80 90

Speed (mm/s) D 0.7 1.4 2.1 2.8 3.5

Defocus height (mm) E −0.7 −0.35 0 0.35 0.7
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13.9.1 Developing of Mathematical Model

Development of a second-order polynomial equation has been made to carry out
further analysis. Minitab 17 statistical software is used for analysis the responses
and determining the mathematical models with best fits are given below in
Eqs. 13.1 and 13.2.

Mark Width ¼ 56:676 þ 4:263Aþ 1:598B� 3:517C� 1:118D � 6:049E� 1:146A� A

� 0:902B� Bþ 0:228C� Cþ 0:307D� Dþ 2:950E� Eþ 0:380A� B

þ 0:864A � Cþ 0:144A� D� 1:020A� E� 0:196B� Cþ 0:074B� D

þ 0:600B� Eþ 0:419C� D� 1:653C� E� 1:042D � E

ð13:1Þ

Mark Depth ¼ 13:126þ 1:939Aþ 0:329B� 1:900C� 1:041Dþ 0:263E� 0:226A � A

þ 1:149B� Bþ 0:599C� Cþ 0:599D � D� 0:839E� E� 0:224A� B

þ 0:663A� C� 1:324A� D� 0:360A� Eþ 0:213B� Cþ 0:351B� D

� 0:010B� Eþ 1:013C� Dþ 1:002C� Eþ 0:652D� E

ð13:2Þ

13.9.2 Influence of Parameters

For determining the relative significance and importance of the machining process
parameters during the experimentation, the analysis of variance has been per-
formed. The analysis of variance (ANOVA) and the F-ratio test has been conducted
to evaluate the adequacy of the models as well as the importance of the individual
model coefficient. Lack-of-fit value of the model shows non-significance, which is
desirable. Quadratic models with other adequacy measure R2 and adjusted R2 are
shown in Tables 13.4 and 13.5. From Table 13.4, it is noticed that the related p
value of less than 0.05 for the model signifies that the model terms are statistically
significant. From Table 13.4, it is observed that for mark width, defocus height
(51.58%) is the most important factor followed by power setting (25.61%), pulse
frequency (17.43%), duty factor (3.6%), and scanning speed (1.76%).

It is also observed that from Table 13.5 for mark depth, power setting (43.5%) is
the most important factor followed by pulse frequency (41.8%), scanning Speed
(12.5%), duty factor (1.25%), and defocus height (0.802%).

The combined effects of defocus height and power setting on laser mark width
have been analyzed through response surface plot obtained from developed
mathematical models, where duty factor (65%) frequency (70 kHz), speed
(2.1 mm/s) are kept constant. It is observed from Fig. 13.3 that mark width is more
in defocus up rather than in focus point or defocus bottom position. The mark width
increases with the increase in defocus height up, and with respect to power, it
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Table 13.3 Experimental plan showing with coded values of parameter settings and measured
responses

Experimental information Results

S. No. Machining parameters (coded value) Mark width (µm) Depth (µm)

A B C D E

1. −1 −1 −1 −1 −1 58.760 16.45

2. 1 −1 −1 −1 −1 68.990 23.80

3. −1 1 −1 −1 −1 61.686 18.70

4. 1 1 −1 −1 −1 69.916 22.60

5. −1 −1 1 −1 −1 55.626 9.400

6. 1 −1 1 −1 −1 64.494 15.20

7. −1 1 1 −1 −1 58.500 7.400

8. 1 1 1 −1 −1 70.138 16.80

9. −1 −1 −1 1 −1 62.450 14.00

10. 1 −1 −1 1 −1 67.158 16.10

11. −1 1 −1 1 −1 63.774 15.20

12. 1 1 −1 1 −1 72.536 13.10

13. −1 −1 1 1 −1 52.450 7.500

14. 1 −1 1 1 −1 70.242 12.60

15. −1 1 1 1 −1 52.760 8.900

16. 1 1 1 1 −1 68.606 14.50

17. −1 −1 −1 −1 1 56.932 12.67

18. 1 −1 −1 −1 1 62.394 21.50

19. −1 1 −1 −1 1 58.650 14.00

20. 1 1 −1 −1 1 65.234 19.70

21. −1 −1 1 −1 1 41.194 10.90

22. 1 −1 1 −1 1 48.288 17.40

23. −1 1 1 −1 1 44.688 9.700

24. 1 1 1 −1 1 54.028 14.80

25. −1 −1 −1 1 1 47.850 15.90

26. 1 −1 −1 1 1 52.026 12.60

27. −1 1 −1 1 1 53.736 15.00

28. 1 1 −1 1 1 61.520 13.30

29. −1 −1 1 1 1 41.584 11.20

30. 1 −1 1 1 1 46.924 13.80

31. −1 1 1 1 1 44.320 14.70

32. 1 1 1 1 1 51.972 16.60

33. −2 0 0 0 0 45.620 7.900

34. 2 0 0 0 0 61.126 15.30

35. 0 −2 0 0 0 52.040 14.80

36. 0 2 0 0 0 56.656 19.40

37. 0 0 −2 0 0 64.584 18.10

38. 0 0 2 0 0 53.150 11.70
(continued)
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increases more steeply at higher power. It is observed that relatively uncommon
process variable, i.e., defocus height plays a very significant role determining the
mark width, from the experimental result it is evident that with increase in defocus
height (from negative to positive) the mark width decreases.

The combined effects of power setting and frequency on laser mark depth have
been evaluated through response surface plot obtained from developed

Table 13.3 (continued)

Experimental information Results

S. No. Machining parameters (coded value) Mark width (µm) Depth (µm)

A B C D E

39. 0 0 0 −2 0 62.962 16.30

40. 0 0 0 2 0 55.408 13.50

41. 0 0 0 0 −2 83.560 6.900

42. 0 0 0 0 2 55.952 11.40

43. 0 0 0 0 0 55.210 14.90

44. 0 0 0 0 0 55.000 13.10

45. 0 0 0 0 0 57.198 11.40

46. 0 0 0 0 0 55.206 13.90

47. 0 0 0 0 0 56.206 13.20

48. 0 0 0 0 0 55.028 12.60

49. 0 0 0 0 0 54.002 12.40

50. 0 0 0 0 0 57.546 12.80

51. 0 0 0 0 0 59.480 13.30

52. 0 0 0 0 0 59.330 14.90

Table 13.4 ANOVA for mark width

Source DF Adj SS Adj MS F value P value

Model 20 3394.34 169.72 28.31 0.000

Linear 5 2837.40 567.48 94.66 0.000

A 1 726.91 726.91 121.26 0.000

B 1 102.19 102.19 17.05 0.000

C 1 494.67 494.67 82.52 0.000

D 1 49.99 49.99 8.34 0.007

E 1 1463.64 1463.64 244.15 0.000

Square 5 353.76 70.75 11.80 0.000

2-way interaction 10 203.17 20.32 3.39 0.004

Error 31 185.84 5.99 – –

Lack-of-fit 22 153.35 6.97 1.93 0.154

Pure error 9 32.49 3.61 – –

Total 51 3580.18

S = 2.44844 R-sq = 94.81% R-sq (adj) = 91.46%
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mathematical models, where duty factor (65%), speed (2.1 mm/s), and defocus
height (0 mm) are kept constant. It is observed from Fig. 13.4 that mark depth is
more in low frequency as at low-frequency peak power is high, which leads in high
penetration. And with increase in frequency, the mark depth decreases. It is also
observed that with the increase in power setting mark depth also increases.

Fig. 13.2 Photographic view of fiber laser machining system

Table 13.5 ANOVA for mark depth

Source DF Adj SS Adj MS F value P value

Model 20 596.69 29.83 12.39 0.000

Linear 5 345.35 69.07 28.67 0.000

A 1 150.46 150.46 62.46 0.000

B 1 4.34 4.34 1.80 0.189

C 1 144.47 144.47 59.98 0.000

D 1 43.30 43.30 17.98 0.000

E 1 2.76 2.76 1.15 0.292

Square 5 91.35 18.27 7.59 0.000

2-way interaction 10 159.97 15.99 6.64 0.000

Error 31 74.67 2.40 – –

Lack-of-fit 22 64.01 2.91 2.46 0.082

Pure error 9 10.66 1.18 – –

Total 51 671.37

S = 1.55207 R-sq = 88.88% R-sq (adj) = 81.70%
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Fig. 13.3 Surface plot of mark width versus power setting, defocus height

Fig. 13.4 Surface plot of mark depth versus power setting, frequency

Table 13.6 Confirmation testing

Responses Actual value Predicted value % error

Width 38.94 40 2.65

Depth 15.58 15 3.86
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13.9.3 Influences of Defocus Height on Mark
Characteristics

Characterization of laser marking may be modified for change in the marking
parameters; therefore, choosing of the proper laser marking parameter and con-
trolling of the laser marking parameters are required. This paper deals with laser
process parameters modeling like power setting, duty factor, pulse frequency, speed
defocus height on the mark characteristics. Relatively uncommon process variable,
i.e., defocus height, acts a very major role in determining the mark characteristics. It
is clearly explained below in Fig. 13.5a–c about defocusing in up, focusing posi-
tion, and defocusing in bottom, respectively.

Figure 13.5 shows that kerf width is more in defocus up rather than in focus
point. The kerf width increases with the increase in defocus height up, and with
respect to power, it increases more steeply at higher power. It is also observed that,
for the same parameter setting, in defocus up (−), the kerf width is more than
defocus in bottom (+). At defocus bottom, where kerf width increases slightly or
almost same for higher power also.

Laser beam machining is all about thermal energy transformation, which causes
melting and direct vaporization of material. So, more disorder takes place during
material removal from the work surface.

When laser beam is in defocus up, laser beam in focusing somewhere over the
work surface, after that it diverges toward the work surface and does machining
with more beam diameter. So the kerf width of the marking is more but the depth or
penetration is less because the energy intensity is less for defocusing position as the
beam is falling on more area than focusing position.

While laser beam is in focusing position on the job surface, the energy intensity
is so high that its penetration more that in defocusing up position. So when pen-
etration of laser beam is more, the kerf width will be less. So in focusing position,
the kerf width is less than the defocusing up position.

Fig. 13.5 a Defocusing in up, b focusing position, and c defocusing in bottom
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Now when the laser beam is in defocus bottom position, a laser beam in focusing
somewhere below the work surface. So laser beam is convergent towards the job
surface, so it’s energy intensity is increase towards the work surface, do machining
according to the energy intensity and it is observed that the kerf width in defocus
bottom is quite same or slightly less than the kerf width in focusing position.

When the energy intensity is more the depth will be more and kerf width will be
less, as the machining is about to material removal from the work surface, but for
micro-marking application depth of penetration is less desirable rather than kerf
width, so by varying defocus height we can vary the energy intensity. So kerf width
will also vary accordingly.

Now it is also observed that kerf width increase with increase in power and after
certain value its tendency to slightly decrease. This is because power generates high
thermal energy, which outcome in the melting and immediate vaporization of
material from the job surface. It is already mention that to get certain average
power, and the most important parameter is power to generate thermal energy for
melting and vaporization of materials from the work surface. So kerf width
increases with increase in power. And after certain value, the tendency of graph is
to slightly decrease because after certain power energy intensity is so high that it
penetrates more.

13.9.4 Verification Experiments

To further validate the planned mathematical model, a new set of experiments have
been done according to the parameter settings, power setting 47.59%, duty factor
45%, frequency 74.1 kHz, speed 3.5 mm/s, defocus height 0.7 mm obtained from
the optimization result, shown in Fig. 13.6.

It is noticed from the validation experiments (Table 13.6) that there is a little %
of error between the predicted and the experimental values. So it is marked that
using the developed model, it is quite possible to achieve the desired mark width
and mark depth with good accuracy.

13.10 Conclusion

From the experimental inspection and analysis, it is clear that multi-diode fiber laser
marking seems to be a useful potential marking process on Al-6061. Based on the
present study and experimental analysis, the following conclusion may be drawn:

(i) From the research study, it is observed that relatively uncommon process
variable, i.e., defocus height plays a very significant role determining the
mark characteristics. From the experimental result, it is evident that with
increase in defocus height (from negative to positive) the kerf width
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decreases. Hence, it is obvious that defocus height can be tactfully utilized
for efficient control of laser marking operation.

(ii) It is noticed that the kerf width increases with increase in power setting. This
is due to increase in average power with increase in power setting. It is
further observed that the impact of defocus height is less pronounced when
the power setting is on lower side during laser marking operation. This aspect
can play a very important role while marking on slightly curved or uneven
surface. To obtain a relatively consistent uniform kerf, low power setting is
recommended during such machining operation.

(iii) From the response plots and ANOVA, it is obvious that the defocus height,
power, speed, pulse frequency are significant process parameters in deter-
mining the mark characteristics.

Thus, it is clear that using the developed model it is quite possible to achieve the
desired mark characteristics with good accuracy while maintaining the speed at its
highest possible limit (Fig. 13.7). The present research findings is expected to
provide a systematic guideline to shop floor engineers for optimum marking of
Al-6061 using fiber diode laser setup.

Fig. 13.6 Optimization of desired mark response
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Chapter 14
An Approach to Numerical Modeling
of Temperature Field in Direct
Metal Laser Sintering

Mihir Samantaray, Dhirendra Nath Thatoi and Seshadev Sahoo

14.1 Introduction

Aluminum alloys and composites have been broadly used in the aerospace, auto-
motive and marine industries due to their lightweight, high strength, corrosion
resistant, and good tribological properties [1, 2]. Among different types of aluminum
alloys and composites, some of them are the complex structure which is difficult to
fabricate using conventional manufacturing processes. In conventional processes,
coarse-grain structures are formed because of its slow cooling rate [3]. Therefore,
novel manufacturing processes are extremely necessitated for the manufacturing of
complex components with fine and uniform microstructures. Nowadays, additive
manufacturing grabs the attention of the manufacturing industry to produce complex
shapes. Direct metal laser sintering is one of the newly developed additive manu-
facturing technologies that can manufacture three-dimensional metallic components
with complex structures directly from the metal powders. In the DMLS process, a
high-intensity laser beam scans the powder bed and simultaneously it melts and
fuses the powders in layer by layer manner, thus producing high-density parts [4–6].
The process is so rapid that a high-temperature gradient is observed in the powder
bed, which results in a rapid cooling rate. The microstructures and the mechanical
properties of the build component are directly influenced by the cooling rate. This
process involves multiple modes of heat and mass transfer phenomena due to the
interaction of the laser beam and powder bed, which make it complicated. The key
benefits of the DMLS process are high degree of design freedom, minimal wastage
of powder material, and cost-effective than conventional manufacturing processes
[7, 8]. The graphical representation of DMLS process is shown in Fig. 14.1.

M. Samantaray � D. N. Thatoi � S. Sahoo (&)
Department of Mechanical Engineering, Institute of Technical Education and Research,
Siksha O Anusandhan (Deemed to Be University), Bhubaneswar 751030, Odisha, India
e-mail: seshadevsahoo@soa.ac.in

© Springer Nature Switzerland AG 2019
P. Sahoo and J. P. Davim (eds.), Advances in Materials, Mechanical and Industrial
Engineering, Lecture Notes on Multidisciplinary Industrial Engineering,
https://doi.org/10.1007/978-3-319-96968-8_14

295

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-96968-8_14&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-96968-8_14&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-96968-8_14&amp;domain=pdf
mailto:seshadevsahoo@soa.ac.in
https://doi.org/10.1007/978-3-319-96968-8_14


www.manaraa.com

As reported by previous researchers [9–12], the sintering phenomena of metallic
powders in additive manufacturing processes are solid phase sintering or liquid
phase sintering, which depends on the energy source, type of powders, particle size,
and processing parameters. In this process, a high-intensity laser beam scans the
powder layer resulting in rapid heating of a small region of powders. This will lead
to a significant change in temperature distribution, and large temperature gradient in
the powder layer generates residual stress which affects the part quality. Over past
decades, some of the studies focused on modeling of laser sintering and laser
melting processes with different alloy system. Only a few attempts have been
conducted to simulate the DMLS process to study the thermal behavior during
sintering. A comprehensive thermal model for the selective laser sintering process
was developed by Zeng et al. [13] to examine the temperature distribution on the
build part. Tang et al. [14] have studied the thermal behavior during processing of
copper-based alloy and the quality and accuracy of the structure with different
processing condition. A time-dependent numerical model based on finite element
approach has been proposed by Dong et al. [15] to understand the phase trans-
formation behavior during the laser sintering process by considering the thermal
and the sintering phenomena. Yuan and Gu [16] developed a numerical model for

Fig. 14.1 Schematic diagram of DMLS process
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selective laser melting of TiC/AlSi10Mg nano-composites and investigated the
temperature variation with respect to process parameters. Simchi [17] had analyzed
the significance of processing parameters on the densification of metal powders in
the direct metal laser sintering process. He established a correlation between the
density of build parts and laser energy during direct metal laser sintering, which was
found to be very useful for the metals or alloys. Jian et al. [18] had presented a
three-dimensional transient model for simulating the temperature in selective laser
sintering process for Al2O3 coated with ceramic powder by using a moving CO2

laser beam. A relationship between process parameter and thermal behavior in
selective laser melting process was established by Li and Gu [19] based on a finite
element model. The authors used ANSYS 12.0 platform to simulate the developed
model and numerically analyzed the thermal behavior and molten pool formation at
different laser power and scan speed. Shi et al. [20] numerically analyzed the
melting/solidification of Ti-based composite powders in selective laser melting
process under different laser power and scan speed. In their study, the authors
optimized the processing parameters based on the formation of defects. Also,
experiments were conducted to validate the model. Hu et al. [21] developed a finite
element model for selective laser melting of multilayer AlSi10Mg powder and
investigated the effect of input laser power on temperature distribution, depth of the
molten pool, cooling rate, and microstructure of the build part. The finding of this
study delivers a valuable theoretical guidance for selective laser melting of different
alloy system. Sahoo et al. [22] had developed a thermal and microstructure model
for electron beam additive manufacturing of Ti alloy powder by considering
moving heat source. The temperature variation in the powder bed with respect to
scan speed, laser power, and hatch spacing in DMLS process was investigated by
Lee et al. [23] using a particle-based discrete element model. From their investi-
gation, the authors found that laser power has greatly influenced the temperature
variation in the powder bed, whereas scan speed and hatch spacing have negligible
effect. Zhao et al. [24] numerically studied the mechanism of heat transfer and
residual stress in the direct metal laser sintering of Ti alloy using COMSOL mul-
tiphysics environment. Their simulation results give information on molten pool
size, temperature distribution, and change of residual stresses of the powder layer
with the variation of process parameters. The simulation results provide a better
understanding of the complex thermo-mechanical mechanisms of laser sintering
processes. A finite element model was developed by Dong et al. [25] to simulate the
laser sintering of Ti powder bed fusion using the software package ABAQUS.
Based on their simulation results, the process parameters were optimized for the
manufacturing of different components. Kundakcioglu et al. [26] simulated 3D
transient temperature field for additive manufacturing of complex structures in
powder bed systems and laser heat source. Ojha et al. [27] developed a mathe-
matical model for direct metal laser sintering of AlSi10Mg alloy by considering
fluid flow, heat transfer, and solidification characteristics in the liquid pool. Their
simulation results give the fundamental understanding of the densification of
powder particles in the DMLS process. Panda and Sahoo [28] developed a
thermo-mechanical model to investigate the residual stress formation in the
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AlSi10Mg powder bed with respect to scan speed and laser power. Based on the
residual stress, they optimized the process parameters to minimize the residual
stress in the built part.

Regardless of several advantages of this rapid manufacturing process over
conventional processes, still few drawbacks hinder its application for fabrication of
various alloys and composites. As this process is applied to an extensive range of
powder materials and involves rapid melting and sintering phenomena, the scien-
tific and technical aspects of this processes are still not well understood. To
overcome these difficulties, significant research efforts are required to scalable of
this process. In the present study, a numerical model has established to investigate
temperature distribution, thermal history, molten pool profile, sintering depth, and
the sintering mechanism of AlSi10Mg alloy powder bed.

14.2 Establishment of the Model

When the laser beam interacts with the powder layer, the heat energy generated due
to the laser beam absorbed by the powder particle results localized melting of
powders in the powder bed. The laser beam is considered as a moving Gaussian
heat source. When it leaves the melt region, rapid cooling of the melted region takes
place leading to the integration of the molten metal powder particles. During this
process, the heat transfer mechanism includes multiple modes of heat transfer in the
powder bed and the surrounding environment [29], which makes the process
complicated. The heat transfer mechanism is shown in Fig. 14.2.

Considering the practical process of heat flow and sintering phenomena in the
DMLS process, following physical assumptions are considered for the establish-
ment of the numerical model. The physical assumptions are:

(i) The powder particles are assumed to be spherical in shape.
(ii) The laser beam is considered as a moving Gaussian heat source.
(iii) The laser beam striking perpendicular to the powder bed.

Fig. 14.2 Schematic of the
heat transfer mechanism in
DMLS process
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(iv) The powder particles have consistent physical properties.
(v) A constant absorption rate is assumed in the modeling scheme.
(vi) Thermo-physical properties of the powders are temperature-dependent.
(vii) The heat transfer phenomena are dominated by conduction, convection, and

radiation.
(viii) A constant heat transfer coefficient is considered between powder bed and

the surrounding environment.

Governing Equation
Numerical simulations of thermal behavior in DMLS processes is carried out by
solving three-dimensional Fourier heat conduction equation, which describes
temperature as a function of space (x, y, z) and time (t) coordinate. The general form
of the governing differential equation to simulate the temperature distribution in the
DMLS process is given as follows:

@
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� �
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� �
þ _Q x; y; z; tð Þ ¼ qcp

@T
@t

ð14:1Þ

where

kx, ky, and kz are the thermal conductivities in the x, y, and z directions (W/m K).
T is the temperature (K).
_Q x; y; z; tð Þ is the rate of the internal heat generation per unit volume (W/m3).
q is the density of the metal powder (kg/m3).
cp is the specific heat capacity (J/kg K).
t is the interaction time between the laser beam and powder material

When the laser beam scans the powder bed, heat generation takes place and it
can be modeled in the form of heat flux. In this model, the input heat source follows
a Gaussian distribution [30]. The heat flux q with respect to position is defined as

q rð Þ ¼ 2AP
Pr20

e�2r2=r20 ð14:2Þ

where

A laser absorptance of the powder system;
P laser power;
ro radius of the laser beam;
r radial distance between the laser beam and the center of the spot generated on

the top surface of the powder bed.

Initial and Boundary Conditions
In this process, the laser beam interacts with the powder bed and the heat transfer
takes place within the powder bed as well as the substrate. Figure 14.3 shows the
computational domain.
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Initially, the powder bed is assumed to be at room temperature, i.e., at t = 0,

T x; y; z; tð Þ½ �t¼0¼ T0 ð14:3Þ

where T0 is considered as surrounding temperature.
Also, the input laser energy from the moving laser beam at the initial stage is

assumed to be zero.
When the sintering process starts, the rate of absorption of laser energy by the

powder material also increases. Thus, the heat flux is generated, and heat transfer
takes place due to the temperature difference. From each surface of the powder bed,
heat loss takes place by convection and radiation mode. Within the powder bed and
substrate, heat transfer takes place by conduction mode. But the bottom of the
surface is considered as adiabatic. There is no loss of heat from the bottom surface.

The boundary conditions are as follows:

(i) Heat transfer by convection: The amount of energy lost to the surrounding from
the powder bed is by convection mode, which can be calculated from
Eq. (14.4) written below:

q ¼ h T � Tað Þ ð14:4Þ

where

q heat lost by convection;
h convective heat transfer coefficient in W/m2K;
T temperature of the top surface of the powder bed;
To ambient temperature at t = 0.

Fig. 14.3 a Computational domain, b finite element model with meshing used for simulation
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(ii) Heat transfer by radiation: The amount of heat radiated from the top surface of
the powder bed to the surrounding environment can be given by Eq. (14.5) as
follows:

q ¼ er T4 � T4
0

� � ð14:5Þ

where

e emissivity;
r Stefan–Boltzmann constant for radiation.

The net amount of heat transfer from each surface except the bottom surface is
given by Eq. (14.6):

� @T
@Z

� �
¼ er T4 � T4

0

� �þ h T � T0ð Þ ð14:6Þ

(iii) Heat lost from the bottom surface: The net amount of heat loss from the
bottom surface is as follows:

k
@T
@Z

� �� �
at Z ¼ 0ð Þ ¼ 0 ð14:7Þ

where k = thermal conductivity in W/mK.

Numerical Procedure and Thermo-physical Properties
The transient heat transfer model is developed on the ANSYS 15.0 platform by
using finite element approach for direct metal laser sintering of AlSi10Mg alloy
powder. The geometry taken for simulation consists of a substrate having the
dimension of 3 mm � 3 mm � 2 mm and powder layer having the dimension of
3 mm � 3 mm � 1 mm. The laser beam focuses on the top surface of the powder
bed with the diameter of 0.2 mm. The model takes into account the combined heat
transfer phenomena, i.e., conduction, convection, and radiation in the powder bed
as well as the substrate. Simulations are carried out for sintering of AlSi10Mg in a
powder bed as well as the substrate. The grid for computation domain is finalized
after a grid-independent test. Based on the grid-independent test, the computational
model has meshed into 23,149 nodes and 76,121 elements. The temperature-
dependent thermo-physical properties of AlSi10Mg, thermo-physical properties of
steel, and processing parameters used for simulations are given in Tables 14.1,
14.2, and 14.3.
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14.3 Results and Discussions

14.3.1 Thermal Behavior

For obtaining quality components in the DMLS process, it is necessary to under-
stand the temperature variation in the powder bed as well as in the substrate. The
thermal phenomena in the powder bed and the substrate during the densification
process provide useful information for determining the thermal and residual stress
in the build part. The simulations are carried out for different scan speed, i.e., 100,
200, 300, and 400 mm/s by keeping fixed laser power, i.e., 100 W. The temperature
distribution of the powder bed at different scan speed on the top surface of the
powder bed is shown in Fig. 14.4.

The temperature distribution on the surface of the powder bed is shown by
different colors. The temperature contours on the top surface of the powder bed look
like a series of elliptical shape, and these elliptical shapes are more intensive in the
scanning direction. From the temperature profile, it is observed that the temperature
at specific locations increases rapidly as the laser beam scans that location and
decreases sharply as it moves away from that location. This is because of change in
thermal conductivity from powder to the solid layer which transfers heat quickly to

Table 14.1 Thermo-physical properties of AlSi10Mg alloy [31]

Temperature 20 °C 100 °C 200 °C 300 °C 400 °C

Thermal conductivity(k) (W/m K) 147 155 159 159 155

Specific heat capacity (cp) (J/kg K) 739 755 797 838 922

Heat transfer coefficient (h) (W/m2 K) 80

Density (q) (g/m3) 2.67

Emissivity (e) 0.3

Table 14.2 Process
parameters of DMLS process

Parameters Values

Laser power (W) 50, 70, 100, 130

Scanning speed (mm/s) 100, 200, 300, 400

Laser spot size (mm) 0.2, 0.3, 0.4, 0.5

Thickness of layer (mm) 1

Laser absorptivity 0.9

Table 14.3 Thermo-physical
properties of structural steel
[32]

Properties of steel Values

Thermal conductivity (k) (W/m K) 60.5

Density (q) (kg/m3) 7850

Specific heat (cp) (J/kg K) 434
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the other regions of the powder bed. Also, the substrate plays a significant role in
heat dissipation. It is found that, with an increase in scan speed, the laser energy
density gradually decreases which result in the decrease in temperature.

When the scan speed is 100 mm/s, the temperature underneath the laser spot on
the powder bed is 1721 °C, and at 200 mm/s scan speed, the temperature is 1483 °C.
Subsequently, the temperature on the powder bed decreases with an increase in scan
speed which is shown in the thermal profile. With the variation in scan speed and
keeping the laser power and spot size constant, the interaction time between the laser
energy and powder particle changes. For a slower scan speed, the interaction time is
longer which results in higher sintering temperature because of more heat accu-
mulation. On the contrary, the interaction time is less at higher scan speed and the
temperature is relatively lower around the powder particles. Figure 14.5 shows the
change in temperature at different scan speed in the powder bed.

Figure 14.6 illustrates the thermal profile of the powder bed along XY plane with
varying laser power, i.e., 50, 70, 100, and 130 W while keeping the laser scan speed
100 mm/s constant in all cases. From the thermal profile, it is observed that there is
an enhancement of temperature with increasing the laser power. At 50 W laser
power, the average temperature in the powder bed is approximately 400 °C, which
is below the melting point of AlSi10Mg. When the laser power is increased from

Fig. 14.4 Thermal profile of powder bed at different scan speed a 100 mm/s, b 200 mm/s,
c 300 mm/s, and d 400 mm/s
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Fig. 14.5 Temperature distribution along the scan path with different scan speed

Fig. 14.6 Temperature contour of the powder bed at different laser power a 50 W, b 70 W,
c 100 W, and d 130 W
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50 to 130 W, the average temperature in the powder bed is changed from 400 to
1703 °C and the temperature gradient is significant increased along the scan path,
which is clearly observed in the thermal profile. As the laser power increases, the
beam intensity increases, which increases the heat flux. As per Eq. (14.2), the heat
flux is directly proportional to laser power. So, the higher rate of heat transfer will
occur from the laser beam to the powder surface that increases the temperature of
the powder layer. The bottom surface of the powder bed is in an adiabatic condi-
tion, and there will be no loss of heat from the bottom surface to the outside as the
thermal gradient vanished gradually. Hence, no temperature rise can be seen at the
bottom wall. This can be clearly evident from the simulation results. Figure 14.7
shows the variation of temperature along the scan path with different laser power. It
represents that there is a variation in temperature gradients with the laser power.

Figure 14.8 represents the temperature distribution on the powder bed with the
variation of laser spot size by keeping scan speed 100 mm/s and laser power 100 W
constant in all cases. From the temperature profile, it is found that with the increase
in laser spot size, the maximum temperature at the top surface of the powder bed
decreases. At 0.2 mm laser spot size, the temperature is 3181 °C which is well
above the melting point of the alloy. When the laser spot size is 0.3 mm, the
temperature is 1403 °C, and subsequently, it decreases with increase in spot size.
When the laser spot size is so small, the heat is concentrated on the powder bed in a
small area of cross section and less amount of heat is dissipated by convection and
radiation. With an increase in spot size, the same amount of heat is concentration
with the large area of cross section and more amount of heat is transferred by
convection and radiation mode to the surrounding. That is why, the temperature
decreases. This is also confirmed by Fig. 14.9 which gives the variation of tem-
perature with the different spot sizes on the powder bed.

Fig. 14.7 Variation of temperature along the scan path with different laser power
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Fig. 14.8 Thermal profile at different laser spot size a 0.2 mm, b 0.3 mm, c 0.4 mm, and
d 0.5 mm

Fig. 14.9 Temperature variation with different laser spot size
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14.3.2 Molten Pool Profile

In the DMLS process, when the laser beam strikes at a particular location, the
temperature of the powders at that location increases significantly. If the temper-
ature at that location is more than the melting point of the alloy, then a molten pool
will be formed at that location. When the laser beam moves from one precise
location to nearby location, the temperature and configuration of the molten pool
vary significantly. This is significantly attributed to the fact that the heat energy
stored in the previous precise location has an influence on the next location which
leads to heat accumulation. The repetitive scan of the powder layers results in rapid
melting and solidification which accomplish a sound metallurgical bonding
between the powder particles and adjacent powder layers. So, the liquid-state sin-
tering of the AlSi10Mg powder particles will take place, and as a result, completely
dense build part is produced in the DMLS process. Figure 14.10 represents the
change in molten pool size, i.e., length and width with respect to scan speed. From
the graph, it is found that the molten pool length and width decrease as the scan
speed increases. This is because of the short interaction time between the heat
source and the powder bed. At 100 mm/s scan speed, the molten pool length and
width are 3 and 3 mm. When the scan speed increases from 100 to 400 mm/s, the
length and width of the molten pool are changed to 0.506 and 0.572 mm,
respectively.

The dimensions of molten pool variation at different laser power are shown in
Fig. 14.11. It is observed that, as the laser power increases, there is a significant
change in molten pool length and width, respectively. When the laser power is
50 W, the temperature underneath the laser beam on the powder bed is 400 °C.
This temperature is well below the melting point of the AlSi10Mg alloy. So molten

Fig. 14.10 Variation of molten pool dimension with scan speed
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pool is not formed at this laser power. When the laser power increases from 50 to
70 W, the temperature of the powder bed increased from 400 to 731 °C which is
above the melting point (Tm = 600.2 °C) of the alloy. So the molten pool is formed.
The length and width of the molten pool at 70 W are 0.266 and 0.344 mm. By
increasing the laser power subsequently up to 130 W, the molten pool dimensions
are changed significantly; i.e., length and width are 0.791 and 0.825 mm,
respectively.

It is found that the dimensions of the molten pool increase with an increase in
laser power and decrease with an increase in scan speed. However, the dimensions
like length and width of the molten pool differ from each other. This is because of
the interaction time of the laser beam with the powder particle. When the scan speed
increases, the interaction time decreases which results in decreases in the melt pool
dimension. A high temperature is obtained in the molten pool region as the laser
directly touches the powder bed at that point. More amount of heat gradually
transfers to other surfaces of powder bed as the laser beam penetrates deeper into it.
It is observed that the size of the molten pool in lengthwise is more than the laser
spot size. This is because of the scanning direction as the laser beam moves along
the x-axis so that the length of the molten pool increases along the x-direction and
more amount of heat accumulation helps to increase the molten pool size.

Similarly, Fig. 14.12 shows the molten pool dimension with different laser spot
sizes. It has been found that, with an increase in laser spot size, the molten pool
length and width decrease. These simulations are done with varying laser spot size
by keeping scan speed and laser power fixed. When the spot size changes, the same
amount of heat flux strikes the powder bed, but the area of exposure will increases.
So the temperature decreases significantly, and the molten pool dimension
decreases. The length and width of the molten pool are 1.618 and 1.604 mm at
0.2 mm laser spot size. When the spot size increases from 0.2 to 0.4 mm, the melt

Fig. 14.11 Variation of molten pool dimensions with laser power
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pool length and width are 0.296 and 0.21 mm. At 0.5 mm laser spot size, there is
no existence of the molten pool. Because at 0.5 mm spot size, the temperature at the
powder bed is 532 °C which is below the melting point of the alloy. So no molten
pool is formed. This is also confirmed from the thermal profile.

14.3.3 Sintering Depth

In the DMLS process, a high-energy heat source is utilized to sinter the powder
particles, which melts and fuses the powders with a fraction of second. So
liquid-state sintering takes place during this process. Liquid-state sintering occurs
when the temperatures are high enough for the powdered metal to melt and fuse in.
In solid-state sintering, surface and bulk transport mechanisms play an important
role for sintering, whereas in liquid-state sintering shrinkage and densification result
from bulk transport mechanisms.

Figure 14.13 shows the plot of sintering depth in the powder layer with laser
power. From the graph, it is observed that, with an increase in laser power, laser
beam intensity increases and thus sintering depth increases. The sintering depth is
measured by using ImageJ software. When the laser power is 50 W, the maximum
temperature obtained is 400 °C. So liquid-state sintering does not take place, and
sintering depth is 0 mm. When the laser power is 70 W, the temperature is 731 °C
and depth is 0.06 mm. With an increase in laser power from 70 to 130 W, the
temperature increases from 731 to 1703 °C and sintering depth increases from 0.06
to 0.381 mm, respectively. So, it is found that the laser power strongly affects the
temperature and sintering depth values in a positive way. Based on the sintering

Fig. 14.12 Variation of molten pool dimensions with laser spot size
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depth, the thickness of the powder layer is optimized as per the requirement for a
particular processing condition. So, the wastage of the powders in the DMLS
process can be minimized.

Similarly, Figs. 14.14 and 14.15 represent the sintering depth with the scan
speed and the laser spot size. From the graph, it is observed that, when the laser
power is constant, i.e. 100 W, by increasing the scan speed, the sintering depth

Fig. 14.13 Variation of sintering depth with laser power

Fig. 14.14 Variation of sintering depth with scan speed

310 M. Samantaray et al.



www.manaraa.com

increases. Further, the quantitative results evidence that the decreasing of sintering
depth becomes less prominent as the scan speed is increased above 100 mm/s. As
the scanning speed is dependent on laser energy density, with an increase in scan
speed, the laser energy density decreases and hence the sintering depth is also
decreased. This can be clearly seen in Fig. 14.14. So, from the simulation results, it
is found that sintering depth decreases from 0.973 to 0.261 mm with the decrease in
temperature value; i.e. depth and temperature are directly proportional to each other
at different scanning speed. This is happened because of the interaction time
between the powder particle and laser beam. At a constant laser power, by
increasing scan speed, the laser energy density decreases. At a high scan speed, the
interaction time is less and the powder particles do not get sufficient time to melt
and fuse in. But the temperature increases rapidly at low scan speed, which leads to
more heat accumulation and results in a larger temperature gradient. From the
results, it is concluded that the sintering depth must be greater than the powder layer
thickness to ensure the complete sintering.

Similarly, with an increase in laser spot size, the sintering depth also decreases
which is shown in Fig. 14.15. This is due to the decrease in temperature which is
clearly observed in thermal profile.

Fig. 14.15 Variation of sintering depth with laser spot size
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14.4 Conclusion

A three-dimensional transient thermal simulation is carried out for the DMLS using
finite element approach. The model considers the temperature-dependent thermo-
physical properties of the powder materials along with multiple modes of heat
transfer phenomena. From the simulation results, it is quite evident that the process
parameters and material properties have a great influence on the quality and
property of the sintered part and the following conclusions are obtained.

(i) A comprehensive three-dimensional transient model is developed to know
the thermal behavior in the DMLS process. This model can be utilized for
other alloy systems in the DMLS process.

(ii) From the simulation results, it is quite evident that the process parameters
and material properties have a great influence on the quality and property of
the sintered part. With increasing in laser power, the molten pool temperature
increases from 400 to 1703 °C and the length and width of the molten pool
also increase significantly.

(iii) As the scan speed increases from 100 to 400 mm/s, the temperature of the
molten pool decreases from 1483 to 1196 °C because of little interaction
time of the laser beam with the powder bed.

(iv) The sintering depth of the powder bed increases from 0.061 to 0.872 mm
with an increase in laser power, and a reverse phenomenon is observed with
increase in scan speed. This will help to optimize the thickness of the powder
layer for specific processing parameters and minimize the wastage of the
excess powders.

(v) With the increase in laser spot size, the molten pool temperature decreases
from 3181 to 532 °C and molten pool dimension and sintering depth
decrease significantly.

(vi) The developed model will help to optimize the process parameters for fab-
ricating quality components in DMLS process.
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Chapter 15
Parametric Optimization of TIG
Welding Process on Mechanical
Properties of 316L Stainless Steel
Using RSM

Subhas Chandra Moi, Asish Bandyopadhyay and Pradip Kumar Pal

Nomenclature

A Welding current (A)
B Welding speed (cm/min)
C Gas flow rate (l/min)
AISI American Iron and Steel Institute
ANOVA Analysis of variance
DF Degree of freedom
GFR Gas flow rate
PE Percentage elongation
RSM Response surface methodology
TIG Tungsten inert gas
UTS Ultimate tensile strength

15.1 Introduction

Austenitic stainless steel is an important material and very frequently used in
industries like automobile, thermal power plant, nuclear power plant, chemical and
pharmaceutical industries due to its superior corrosion resistance, high strength,
high ductility, formability and weldability. Out of 300 series grade of austenitic
stainless steels, AISI 316L is an extra low carbon version of austenitic
chromium-nickel stainless steel [1]. It contains molybdenum materials that improve
corrosion resistance, strength at elevated temperatures and improve resistance to
pitting from chloride ion solutions. The extra low carbon content in 316L austenitic
stainless steels minimizes harmful carbide precipitation due to welding. Some
equipment of above said industries is manufactured by fabrication (welding).
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Tungsten inert gas (TIG) welding is frequently used for fabrication of austenitic
stainless steel. TIG welding is basically an electric arc welding process which uses
non-consumable tungsten electrode, and arc is established between the tip of an
electrode and the workpiece. Inert gas (argon, helium, etc.) is used to avoid con-
tamination of the weldment with air. Sometimes a mixture of any two of the gases
mentioned above is also used. TIG welding is used in modern industries for high
quality.

The mechanical property of TIG weld is significantly influenced by the
parameters of weld pool geometry, namely weld bead width, weld bead height and
depth of penetration. And the weld pool geometry is characterized by the levels of
different parameters which are used during welding. Therefore, the proper choice of
the welding input parameters and its levels are very important for obtaining desired
optimal weld pool geometry [2]. Welding current, arc voltage, electrode size, arc
travel speed, electrode stick out, etc., are the important welding process parameters.
Further, the quality of weld in TIG welding may be influenced due to welding
position, electrode composition, edge preparation, the type of gas used and its flow
rate. There are different optimization techniques that can be used to determine the
required output responses through the development of mathematical equations to
postulate the relationships between the input parameters and output variables. One
of the most widely used statistical methods of optimization is the response surface
methodology (RSM), in which the researchers try to approximate the unknown
mechanism with an appropriate empirical model [3–5]. Murugan and Parmer [6]
established quadratic relationship between the parameters of MIG welding and
parameters of weld pool geometry on 316L austenitic stainless steel. Benyounis
et al. [7] used both numerical and graphical optimization techniques to optimize the
laser welding parameters on medium carbon steel using RSM. Zhao et al. [8]
developed a mathematical model that relates the relationship between the process
parameters and weld pool dimensions of laser beam welding of thin gauge galva-
nized steel. Olabi et al. [9] applied response surface methodology to optimize the
laser welding process parameters for joining of dissimilar materials. Ahn et al. [10]
optimized laser welding process and reported the effect of welding process
parameters on microstructure and mechanical property. Ragavendran et al. [11]
studied the hybrid laser and TIG welding process on 316LN stainless steel and
developed mathematical models to correlate between input variables and output
responses. Padmanaban et al. [12] investigated laser beam welding process through
experiment in butt join configuration made by AZ31B magnesium alloy and
optimized the process to obtain highest tensile strength. Elatharasan et al. [13] used
central composite design technique of response surface methodology to develop a
mathematical model to estimate the performance characteristics: ultimate tensile
strength, yield strength and elongation in friction stir welding of AA 6061-T6
aluminium alloy material. Srivastava and Garg [14] had carried out experimental
analysis to study the effects of the welding process parameters on welding of mild
steel plates using gas metal arc welding process by using Box–Behnken design of
response surface methodology. Lakshminarayanan et al. [15] had conducted com-
parative analysis among shielded metal arc welding, gas metal arc welding and gas
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tungsten arc welding processes to study the tensile and impact properties of the
ferritic stainless steel of thickness 4 mm. Researchers had been found from their
study was that gas tungsten arc welding technique was found to be advantageous
compared to other welding operations for joining ferritic stainless steels, due to the
presence of finer grains in fusion zone and heat-affected zone. Kumar et al. [16]
experimentally analysed that parameters of weld bead geometry are largely
dependent on incident angle for laser welding. They also optimized the welding
process for obtaining maximum value of tensile strength by RSM. Ghosh et al. [17]
applied grey-based Taguchi method on the experiment of MIG welding on 316L
stainless steel. They concluded that the welding current is the most significant factor
for obtaining highest joint strength.

From the literature survey, it is found that various aspects of TIG welding like
parametric studies, mathematical modelling and process optimization have been
explored by the investigators. But work done by them appears not sufficient, as
reliable databank has not yet been established and that can be obtained through
many more extensive researches involving parametric studies, analysis of the
response in terms of quality like joint strength, microstructures particularly in the
field of TIG welding of 316L stainless steel. This sound knowledge base and
precise understanding will help in controlling the TIG welding process more reli-
ably and predicatively. In practice, one will be able to select proper parametric
combination depending upon the level of quality required. This will also help
automatic/ intelligent control of the process. Hence, the present work is one attempt
towards the improvement of weld joint quality by selection of proper process
parameters and to enrich the existing knowledge base in the area of TIG welding.

15.2 Experimental Procedures

In order to achieve desired aim, the research work has been considered in the
following sequence:

(i) Selecting the base metal and filler metal.
(ii) Identifying the most significant TIG welding parameters and their levels.
(iii) Selecting the design of experiment and constructing experimental design

matrix.
(iv) Performing the experiments according to design matrix.
(v) Testing of welded samples through non-destructing and destructive testing

methods and recording the responses like UTS, PE.
(vi) Developing a regression model using RSM and identifying the significant

factors.
(vii) Verifying the predicted results for optimization through confirmatory test.

The base material has been selected as 316L austenitic stainless steel of dimension
50 mm � 80 mm � 3 mm. ER316L austenitic stainless steel of diameter 1.6 mm
has been taken as a filler material. The chemical composition of the base material
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and filler material and its mechanical properties are given in Tables 15.1 and 15.2,
respectively.

The most influencing parameters which affect weld pool geometry as well as
mechanical properties of TIG welded joint are identified through extensive litera-
ture survey and previous work done. The important identified process parameters
are welding current, gas flow rate and welding speed. A large number of trials have
been performed on 3-mm-thick AISI 316L stainless steel plates to find out the
efficient and practicable working limits of TIG welding parameters, and this has
been done by altering one of the selected parameters while others remain constant.
The visual inspection and non-destructive tests have been used to identify the
working limits of the welding process parameters. Table 15.3 shows the identified
welding parameters along with their three levels.

The experimental design matrix has been developed according to the Box–
Behnken design of response surface methodology (RSM). RSM is a collection of
mathematical and statistical techniques used for modelling and optimizing engi-
neering problems where response is influenced by several input variables. In Box–
Behnken design of RSM, there should be at least three factor and three levels for
each factor. The upper limit of each parameter is coded as ‘+1’, and the lower
bound is coded as ‘−1’. The design of experiment software, Minitab v17, has been
applied to build up the experimental design matrix for RSM. Table 15.4 represents
the experimental plan.

The experiments have been planned and conducted according to a Box–Behnken
design of response surface methodology. Figure 15.1 shows the photographic view
of a semi-automatic TIG welding machine (Model—SUPERGEN320, M/C SR.

Table 15.1 Composition of the base material and filler material

Weight % C Mn Si S P Cr Ni Mo Cu Fe

AISI 316L 0.026 0.97 0.26 0.012 0.043 16.12 10.08 2.03 0.15 70.31

ER 316L 0.040 1.50 0.45 0.03 0.030 18.20 12.00 2.30 0.75 64.70

Table 15.2 Mechanical properties of base material

Ultimate tensile strength (MPa) Yield strength (MPa) % elongation Hardness
(VHN)

608.88 306.92 12.02 212

Table 15.3 Process parameters and their levels

Parameters Units Notation Levels

−1 0 +1

Welding current A A 100 125 150

Travel speed cm/min B 12 15 18

Gas flow rate l/min C 6 9 12
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Table 15.4 Experimental design matrix as per RSM

Welding current Travel speed Gas flow rate

Exp. no. Coded Uncoded (A) Coded Uncoded (cm/min) Coded Uncoded (l/min)

1 −1 100 −1 12 0 9

2 1 150 −1 12 0 9

3 −1 100 1 18 0 9

4 1 150 1 18 0 9

5 −1 100 0 15 −1 6

6 1 150 0 15 −1 6

7 −1 100 0 15 1 12

8 1 150 0 15 1 12

9 0 125 −1 12 −1 6

10 0 125 1 18 −1 6

11 0 125 −1 12 1 12

12 0 125 1 18 1 12

13 0 125 0 15 0 9

14 0 125 0 15 0 9

15 0 125 0 15 0 9

1-welding machine, 2-travel car, 3-TIG torch, 4- track

4 3 2

 

1

Fig. 15.1 Photographic view of experimental set-up
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No-12111097670 and Make—Ador Welding Ltd.) Here, the TIG torch has been
fixed to the travel car to confirm the torch is set at a predetermined angle. The travel
car travels on the defined path and can move only straight line direction. Control of
current, speed and gas flow rate is done manually for each run. All plates of size
50 mm � 80 mm � 3 mm and filler rods are cleaned by stainless steel wire brush
with acetone for removing the dust, oil, grease and thin oxide coating before
welding. Square butt joint configurations have been prepared by tungsten inert gas
welding using argon with purity 99.99%, as shielding gas. The welding direction
has been taken as normal to the direction of rolling. During welding, the workpieces
have been placed on copper plate and mechanical clamps are also used for avoiding
distortion.

15.3 Results and Discussions

Square butt welded joints are being made under varied welding input factors, and
then quality of weld is being judged, first by visual inspection and then by
non-destructive and destructive testing methods. In so far a non-destructive test is
concerned, X-ray radiography has been taken up. Tensile test specimens have been
prepared, and tensile test has been performed for all the samples.

15.3.1 Visual Inspection

A visual inspection examines the quality of weldment such as bead appearance,
width and thickness, welding defects like undercut, cracks, pits and slag inclusions
in the surfaces of the welded joints, and whether the throat is as thick as desired,
and the misalignment is within the allowable allowance. The visual inspection of
welded joints is easy, simple, inexpensive and is capable of inspecting many weld
zones at one time. Therefore, it is generally used for any type of welds.
Photographic view of two welded specimens, sample number 1 and sample number
14, is shown in Fig. 15.2.

Visual inspection has been carried out for all the welding samples after welding.
The observed results are given in Table 15.5. The defects observed in the visual
inspection in some of the samples include: little undercut at the end, large rein-
forcement height, lack of penetration. Under certain parametric conditions, almost
no defects are found in a few samples like sample numbers 2, 5, 8, 9, 12, 13, 14 and
15. The possible reasons for the defects found in several samples are due to lack of
environmental suitability, fluctuation of voltage and due to semi-automatic machine
set-up, etc. Further, the skill of the operator or technician is very crucial for weld
quality. Defects may come from any type of irregularities/inhomogeneity in the
base metal as well as filler wire. Undercut defect may be caused by inappropriate
joint geometry in some of the samples. It may have been resulted because of
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excessive welding current and voltage. The combined effects of various welding
input parameters can also form undercut defect on weldment. Lack of penetration is
one of the main defects which will affect the joint strength of the welded sample.
The reasons for lack of penetration are faster travel speed, incorrect selection of
welding currents levels, improper cleaning of welding zone, and presence of oxides,
scale and other impurities which do not allow the deposited metal to fuse accurately
with the base metal.

Fig. 15.2 Photographic view of welded sample number 1 and 14

Table 15.5 Results of visual inspection

Exp. no. Current
(A)

Speed
(cm/min)

GFR
(l/min)

Observations

1 100 12 9 Large reinforcement height at the starting, good
penetration

2 150 12 9 Uniform penetration and uniform weld bead

3 100 18 9 Lack of penetration at the end

4 150 18 9 Little undercut at the end

5 100 15 6 Good penetration throughout

6 150 15 6 Large reinforcement height

7 100 15 12 Lack of penetration at the end

8 150 15 12 Uniform HAZ width, no defect

9 125 12 6 Good penetration throughout

10 125 18 6 Minimum porosity but good penetration throughout

11 125 12 12 Lack of penetration at the end

12 125 18 12 Uniform penetration and uniform weld bead

13 125 15 9 Good penetration throughout

14 125 15 9 Uniform penetration and uniform weld bead

15 125 15 9 Good penetration throughout
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15.3.2 X-Ray Radiography Test

X-ray is used to determine the internal soundness of welds. This examination has
been done for all 15 welded joints after the visual inspection by XXQ-2005 X-ray
flaw detector. Table 15.6 illustrates the results of X-ray radiography examination. It
is noticed that almost all the samples pass through X-ray radiography test with no
significant defect remarks. Only sample number 11 is found with defect like lack of
penetration. Lack of penetration is most significantly affecting the strength of the
weld. Lower heat input, improper choice of current or less skill of the welder, etc.,
[18] as pointed out earlier, are the major causes for lack of penetration defect.
Hence, this sample has been replaced by a new one done by same welding
condition.

Qualities of the joints are further evaluated by other tests and studies, as well. If
the results of visual inspection and the results of X-ray radiography test are com-
pared, then some consistency can be observed. It is found from the two tables
(Tables 15.5 and 15.6) that low current is not the primary cause of lack of pene-
tration, because for sample numbers 1, 3, 5 and 7 also have the current level 100A,
but for these samples, no defect is found. The skill of the welding operator is high
depending on weld quality. Lack of penetration defect may also come from any
irregularities in the base metal or filler wire as mentioned earlier in case of visual
inspection. Large electrode angle may also be a possible reason for this type of
defect. Any improper welding environment can also affect the weld quality. This
may have occurred due to entrapped gas in the weld pool, which could have been

Table 15.6 Results of X-ray radiography test

Exp. no. Current (A) Speed
(cm/min)

GFR
(l/min)

Observations Remarks

1 100 12 9 No significant defect Acceptable

2 150 12 9 No significant defect Acceptable

3 100 18 9 No significant defect Acceptable

4 150 18 9 No significant defect Acceptable

5 100 15 6 No significant defect Acceptable

6 150 15 6 No significant defect Acceptable

7 100 15 12 Minimum porosity Acceptable

8 150 15 12 No significant defect Acceptable

9 125 12 6 No significant defect Acceptable

10 125 18 6 Minimum porosity Acceptable

11 125 12 12 Lack of penetration Not satisfactory

12 125 18 12 No significant defect Acceptable

13 125 15 9 No significant defect Acceptable

14 125 15 9 No significant defect Acceptable

15 125 15 9 No significant defect Acceptable
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avoided by proper selection of gas flow rate and arc gap. A faster travel speed and
too small root gap may also be the reasons for such defect. Therefore, defects may
possibly appear from inappropriate choice of different welding parameters, namely
current, voltage, arc gap, including their ranges also. It is noticed from the tables of
visual as well as radiography examination that almost no welding defects are
observed, when welding with middle value of current, speed and gas flow rate. It is
also found from visual inspection and X-ray radiographic examination that no
significant defect presences in sample numbers 2, 5, 9 and 12. Thus, this is the
reason for obtaining higher value tensile properties of the samples under tensile
testing.

15.3.3 Tensile Test

After X-ray radiography test, tensile test samples have been prepared in accordance
with ASTM E8 M-04. Tensile specimens of the weld joint are obtained in taking
specimen from transverse direction of weld joint. Top view of weldment in butt
joint configuration is shown in Fig. 15.3. Figure 15.4 represents typical diagram
showing the dimensions of the standard sub-size tensile specimen. Tensile test of all
welded samples has been conducted in universal testing machine (Model—8801,
Make—INSTRON and capacity—100 kN) at strain rate of 0.001/s. The tensile
properties mainly UTS, yield strength, percentage elongation, of base metal as well
as TIG welded joints have been evaluated. The measured responses (UTS and PE)
are listed in Table 15.7.

Fig. 15.3 Top view of welded sample in butt joint configuration

Fig. 15.4 Schematic diagram of TIG welded sample for tensile test
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15.3.4 Developing the Mathematical Models: Regression
Analysis

In the present study, Minitab v17 software has been applied to the experimental
data to obtain the quadratic mathematical equations for ultimate tensile strength
(UTS) and percentage elongation (PE). This regression equations/ mathematical
model is used for predicting responses (UTS and PE) in terms of current, speed and
gas flow rate. It consists of the effect of main parameters and first-order interaction
of all parameters.

15.3.4.1 Ultimate Tensile Strength (UTS)

In the present context, the response i.e. ultimate tensile strength ðrÞ is function of
TIG welding current (A), travel speed (B) and gas flow rate (C) and it can be
expressed as

r ¼ f welding current; travel speed; gas flow rateð Þ

r ¼ f A;B;Cð Þ ð15:1Þ

Typically, a second-order polynomial equation is used in RSM that is provided
below:

Table 15.7 Design matrix and experimental results

Run Current (A) Speed (cm/min) GFR (l/min) UTS (MPa) % elongation

1 100 12 9 612.36 08.53

2 150 12 9 616.68 11.94

3 100 18 9 609.94 10.24

4 150 18 9 630.55 11.05

5 100 15 6 621.46 10.45

6 150 15 6 612.89 13.47

7 100 15 12 580.61 11.45

8 150 15 12 607.75 13.18

9 125 12 6 624.09 10.16

10 125 18 6 616.98 09.60

11 125 12 12 592.44 10.12

12 125 18 12 615.92 11.56

13 125 15 9 639.84 14.68

14 125 15 9 645.31 14.44

15 125 15 9 642.46 14.58
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Y ¼ b0 þ
Xk

i¼1

bixið Þþ
Xk

i¼1

biix2i
� �þ

XX
bijxixj
� �þ € ð15:2Þ

where

Y response variables, i.e. dependent variables
xi predicted variables, i.e. independent variables
b0 model constant
€ random error.

Parameters bi, bii, bij are known as regression coefficient, where i = 1, 2, 3, …
k and j = 1, 2, 3, …k.

In the study, three parameters have been considered. Therefore, for three factors,
the selected polynomial equations can be provided as:

r ¼ b0 þ b1 Að Þþ b2 Bð Þþ b3 Cð Þþ b11A
2 þ b22B

2 þ b33C
2 þ b12 ABð Þþ b13 ACð Þþ b23 BCð Þ

ð15:3Þ

where r is the predicted response, b0 model constant, b1, b2 and b3 linear coeffi-
cients, b11; b22 and b33 quadratic coefficients and b12; b13 and b23 cross-interaction
coefficients.

The second-order regression equation for the response UTS in terms of coded
factors is given below:

UTS ¼ 160:6þ 4:699 Aþ 17:51 Bþ 10:98 C � 0:02547 A � A� 1:026 B � B� 2:327 C � C
þ 0:0543 A � Bþ 0:1190 A � Cþ 0:850 B � C

ð15:4Þ

The adequacy of the developed model for UTS has been tested using the sta-
tistical analysis of variance (ANOVA) technique. Table 15.8 shows the adequate
ANOVA test results for UTS. From table, it is found that the regression is sig-
nificant with linear and quadratic terms for UTS at 95% confidence level as its p
value is less than 0.05. The lack-of-fit value of the model is not significant which is
desirable. The model indicates that the welding process parameters: current (A),
speed (B) and gas flow rate (C) and its squared terms [current*current (A2),
speed*speed (B2) and gas flow rate*gas flow rate (C2)] and interaction effects
[current and speed (A � B), current and gas flow rate (A � C) and speed and gas
flow rate (B � C)] have significant effect on UTS. The ‘R2’ value is 0.9895, and
‘Pred R2’ of 0.8805 is in reasonable agreement with the ‘Adj R2’ of 0.9707. The
‘R2’ value is higher and nearer to 1, that is desirable.

The ANOVA result indicates that the gas flow rate is most significantly effects
ultimate tensile strength followed by welding current and speed.
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15.3.4.2 Percentage Elongation (PE)

The second-order regression equation for the response, percentage elongation is
developed by using RSM, in terms of coded factors is given below:

PE¼�121:13þ0:6834 Aþ10:494 Bþ2:323 C� 0:001879 A �A� 0:3280 B �B
� 0:1394 C �C� 0:00867 A �B� 0:00430 A �Cþ0:0556 B �C

ð15:5Þ

Table 15.9 shows the adequate ANOVA test results for percentage elongation
(PE), and it is found that model is significant (P < 0.05) at 95% confidence level or
5% significant level. The lack-of-fit value of the model is not significant which is
desirable. The model F-value is 119.66 which indicates that the model is significant.
Here A, B, C, A2, B2, C2, A � B, A � C, and B � C are the significant model terms.
The ‘R2’ value is 0.9954, and ‘Pred R2’ of 0.9335 is in reasonable agreement with
the ‘Adj R2’ of 0.9871. The ‘R2’ value is higher and nearer to 1, that is desirable.

According to the mathematical models, it is understood that gas flow rate is
found to be the most important factor affecting UTS and current is the most sig-
nificant parameter on percentage elongation. But welding speed is insignificant
factor for ultimate tensile strength and percentage elongation.

Table 15.8 ANOVA results for testing adequacy of the UTS

Source DF Adj SS Adj MS F-value P value

Model 9 4268.93 474.33 52.59 0.000 Significant

Linear 3 1107.49 369.16 40.93 0.001 Significant

A—current 1 236.53 236.53 26.23 0.004 Significant

B—travel speed 1 96.74 96.74 10.73 0.022 Significant

C—gas flow rate 1 774.21 774.21 85.84 0.000 Significant

Square 3 2542.36 847.45 93.96 0.000 Significant

A*A 1 935.46 935.46 103.72 0.000 Significant

B*B 1 315.04 315.04 34.93 0.002 Significant

C*C 1 1619.34 1619.34 179.54 0.000 Significant

Two-way interaction 3 619.08 206.36 22.88 0.002 Significant

A*B 1 66.34 66.34 7.36 0.042 Significant

A*C 1 318.80 318.80 35.35 0.002 Significant

B*C 1 233.94 233.94 25.94 0.004 Significant

Error 5 45.10 9.02

Lack of fit 3 30.13 10.04 1.34 0.454 Not significant

Pure error 2 14.97 7.48

Total 14 4314.02

Model summary
S R2 R2 (adj) R2 (pred)
3.00320 98.95% 97.07% 88.05%
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The soundness of the developed model has also been checked by the normal
probability plot of the residuals for UTS and PE as shown in Figs. 15.5 and 15.6,
respectively. From figure, it is seen that the residuals are falling on the straight line,
which means the errors are distributed normally and the mathematical relationship
is correctly developed.

15.3.5 Effect of TIG Welding Process Parameters on UTS

The surface and contour plots have been drawn from Eq. 15.4 to study the inter-
action effects of process parameters on UTS and shown in Figs. 15.7, 15.8 and
15.9. It is observed that UTS first increases gradually then decreases with the
increase in the levels of the welding process parameters. From Fig. 15.7a, b, it is
noticed that UTS increases with gas flow rate (GFR) and then stars decreasing to its
minimum value. UTS is maximum at medium values of GFR and welding current.
Figure 15.8a, b shows the combined effect of welding speed and welding current on
UTS. It is found that UTS is maximum at the medium values of welding speed and
current. The interaction between GFR and welding speed on UTS is shown in

Table 15.9 ANOVA results for testing adequacy of percentage elongation (PE)

Source DF Adj SS Adj MS F-value P value

Model 9 53.3411 5.9268 119.66 0.000 Significant

Linear 3 11.2835 3.7612 75.94 0.000 Significant

A—current 1 10.0576 10.0576 203.07 0.000 Significant

B—travel speed 1 0.3613 0.3613 7.29 0.043 Significant

C—gas flow rate 1 0.8646 0.8646 17.46 0.009 Significant

Square 3 38.9516 12.9839 262.15 0.000 Significant

A*A 1 5.0941 5.0941 102.85 0.000 Significant

B*B 1 32.1777 32.1777 649.68 0.000 Significant

C*C 1 5.8116 5.8116 117.34 0.000 Significant

Two-way interaction 3 3.1060 1.0353 20.90 0.003 Significant

A*B 1 1.6900 1.6900 34.12 0.002 Significant

A*C 1 0.4160 0.4160 8.40 0.034 Significant

B*C 1 1.0000 1.0000 20.19 0.006 Significant

Error 5 0.2476 0.0495

Lack of fit 3 0.2186 0.0729 5.01 0.171 Not significant

Pure error 2 0.0291 0.0145

Total 14 53.5887

Model summary
S R2 R2(adj) R2(pred)
0.222550 99.54% 98.71% 93.35%

15 Parametric Optimization of TIG Welding Process on Mechanical … 327



www.manaraa.com

43210-1-2-3-4

99

95

90

80

70
60
50
40
30
20

10

5

1

Residual

Pe
rc

en
t

Normal Probability Plot
(response is UTS)

Fig. 15.5 Residual plot of tensile strength
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Fig. 15.6 Residual plot of percentage elongation
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Fig. 15.9a, b. It is observed that the UTS is optimum at the middle value of GFR
and welding speed.

The main effect plots for UTS with process parameters like welding current,
travel speed and GFR are shown in Fig. 15.10. The graph indicates that UTS
increases from low value to maximum value, when current increases from 100 to
130 A as depth of penetration attains its maximum value. Similar types of patterns
are also seen in case of welding speed and GFR. As welding speed changes from 12
to 15 cm/min, UTS increases from 630 to 643 MPa. GFR increases from 6 to 9 l/
min UTS increases from 628 to 643 MPa due to decrease in porosity level of weld
metals.

Fig. 15.7 a Response surface plot and b contour plot showing the effect of GFR and current on
the UTS at welding speed of 15 cm/min

Fig. 15.8 a Response surface plot and b contour plot showing the effect of welding speed and
current on the UTS at GFR of 9 l/min
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15.3.6 Effect of TIG Welding Process Parameters on PE

Figures 15.11, 15.12 and 15.13 illustrate the response surface plot and contour plot
for the response of percentage elongation. Similar type of patterns is also observed
in case of percentage elongation. The interactive effects of welding speed and GFR
on percentage elongation are shown in Fig. 15.11a, b. The value of percentage
elongation is maximum at the medium levels of both welding speed and GFR.
Cooling rate decreases with increase in heat input at low welding speed. This in turn
will take longer time for solidification. As a result, it produces coarse grain, hence
low tensile strength and low percentage elongation. The combined effect of GFR
and welding current on percentage elongation is shown in Fig. 15.12a, b. Welding
current has a significant effect on PE. At lower welding current, the percentage

Fig. 15.9 a Response surface plot and b contour plot showing the effect of GFR and speed on the
UTS at welding current of 125 A
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Fig. 15.10 Main effect plot for UTS
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elongation of the welded joint is lower. When current is increased, the PE is also
increased and reached its maximum value as it forms uniform penetration.
Figure 15.13a, b demonstrates the interaction effect of welding speed and welding
current on percentage elongation at GFR of 9 l/min.

Figure 15.14 represents the main effect plot of percentage elongation with
welding current, welding speed and GFR. The value of percentage elongation
increases as welding current increases from 100 to 130 A due to proper penetration.
As travel speed changes from 12 to 15 cm/min, PE achieves its greatest value. For
further increase in the level of welding speed, the PE starts to decrease. PE reaches
its optimum value when GFR changes from 6 to 9 l/min.

Fig. 15.11 a Response surface plot and b contour plot showing the effect of welding speed and
GFR on the PE at current of 125 A

Fig. 15.12 a Response surface plot and b contour plot showing the effect of GFR and current on
the PE at welding speed of 15 cm/min
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15.3.7 Optimization of Ultimate Tensile Strength

One of the main targets of experimental work related to welding is to attain higher
tensile strength and as well as percentage elongation. In the study, the aim is to
achieve maximum ultimate tensile strength and maximum percentage elongation of
welded specimens simultaneously which is desirable for good quality of welded
joint. The results optimization done by RSM for UTS and PE is shown in
Fig. 15.15. In this figure, each column represents one of the TIG welding process
parameters and each row of the graph represents a response like UTS, PE and how

Fig. 15.13 a Response surface plot and b contour plot showing the effect of welding speed and
current on the PE at GFR of 9 l/min

140120100

15

14

13

12

11
181512 1296

Current

M
ea

n 
of

 P
E

Speed GFR

Main Effects Plot for PE
Fitted Means

Fig. 15.14 Main effect plot for percentage elongation
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this response variable alters as a function of the welding process parameters, while
maintaining other process parameters unchanged. The optimum predicted response
values are shown by horizontal dotted lines, and corresponding optimum process
parameters are designated by vertical line inside the graph. At the top of the column
shows the values of optimum process parameters, and left-hand side shows the
predicted responses values. Individual desirability values are also given in this
figure. The design of experiment software, Minitab v17, has been applied for
optimization of TIG welding process. The most favourable ultimate tensile strength,
643.83 MPa, and optimum percentage elongation, 14.68, have been obtained at
welding current of 129.8 A, welding speed of 15.2 cm/min and gas flow rate of
8.7 l/min. The value of composite desirability factor, D = 0.9885.

Microstructural examination has been carried out by scanning electron micro-
scopy (SEM) of base material and weld material of the welded joint that has been
prepared with optimum parametric setting as mentioned earlier. Figure 15.16a, b
represents typical SEM micrographs of base and weld metal, respectively. Base
material mostly consists of austenitic structure along with little annealing twins.
From Fig. 15.16b, it is found that very fine skeletal d-ferrite is produced in weld

Fig. 15.15 Optimization results of ultimate tensile strength and percentage elongation
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area and reasonable precipitation. These are the most important causes for obtaining
optimum tensile strength and percentage elongation of the said TIG welded joint.

15.4 Confirmation Test

The results of optimization obtained have been validated by performing confir-
matory experiments. Table 15.10 represents the results of confirmatory tests that are
conducted at optimum conditions. It is noticed from table that the error in terms of
percentage between the predicted and experimental results is very small. This
indicates that the optimized TIG welding process parameters can be considered to
obtained higher ultimate tensile strength and percentage elongation of 316L
stainless steel.

15.5 Conclusions

The effect of welding process parameters: current, speed and gas flow rate on
ultimate tensile strength and percentage elongation in TIG welding of AISI 316L
stainless steel materials have been studied. The following points can be concluded
from the experiments and analyses:

Fig. 15.16 SEM micrographs of a base metal and b weld zone

Table 15.10 Multi-objective optimization results

Optimum condition

A (A) B (cm/min) C (l/min) UTS (MPa) PE

129.8 15.2 8.7 Average actual predicted |Error %| 650.45
643.83
1.02

14.75
14.68
0.47
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1. Response surface methodology (RSM) is found to be very helpful in the process
of optimization carried out in the present study. Here the predicted value
obtained from the models is very near to the experimental value.

2. Gas flow rate is the most important welding parameter which affecting the
ultimate tensile strength, and it is followed by welding current and welding
speed.

3. The most significant factor affecting percentage elongation is welding current
and the next important factor in this context is gas flow rate followed by welding
speed.

4. Welding speed is not found to be most significant at all in affecting either UTS
or percentage elongation.

5. It is observed that both UTS and percentage elongation increase with increasing
in the levels of welding process parameters up to its centre value; thereafter, the
responses start decreasing with increasing in the levels of process parameters.

6. An optimum tensile strength of 643.83 MPa and percentage elongation of 14.68
are obtained under the welding conditions of current at 129.8 A, speed at
15.2 cm/min and gas flow rate at 8.7 l/min.

7. The error between predicted and confirmatory test is obtained approximately
1%, which validates the used optimization technique.
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research work.
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Chapter 16
A Study on the Structural Behaviour
of AFG Non-uniform Plates on Elastic
Foundation: Static and Free Vibration
Analysis

Hareram Lohar, Anirban Mitra and Sarmila Sahoo

Nomenclature

A0 Cross-sectional area of the plate at root side
a Length of the plate
b Breadth of the plate
d Unknown coefficients
E0 Elastic modulus of the plate material at root side
ff g Load vector

I0 Moment of inertia of the plate at root side
D Flexural rigidity of plate
K½ � Stiffness matrix
M½ � Mass matrix
nf ; nw; nv Number of constituent functions for w, u and v, respectively
ai Set of orthogonal functions for u
bi Set of orthogonal functions for v
/i Set of orthogonal functions for w
Kf Foundation stiffness
x1 Fundamental linear frequency
nfg Number of Gauss points
q External uniformly distributed load
t0 Thickness of the plate at root side
T Kinetic energy of the system
u Displacement field in x-axis
U Strain energy stored in the system
v Displacement field in y-axis
V Potential energy of the external forces
w Displacement field in z-axis
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d Variational operator
l Poisson’s ratio
q0 Density of the plate material at (n = 0)
s Time coordinate
n; g Normalized axial coordinates
a Taper parameter
xnf Nonlinear frequency

16.1 Introduction

Functionally graded materials (FGMs) are new class of advance materials. The
interface problems in layered composite material are avoided in FGM through
functional and continuous gradation of material properties. Due to excellent
thermo-mechanical properties FGM finds huge applications in certain engineering
fields and also catches the attention of the researchers to explore its behaviours
quiet often. In FGM, functional gradation of material properties may be considered
in two orthogonal directions, either in the transverse or in axial direction. A huge
number of papers are available in the literature in the domain of inhomogeneity in
the thickness/transverse direction. A critical review was presented by Jha et al. [1]
to identify the most recent and relevant aspects of FGM plate. Birman and Byrd [2]
presented a review on most recent development of FG materials since 2000.
Various theoretical aspects and applications of FGM were reflected upon in this
paper. Kennedy et al. [3] equivalently modelled a FG plate as a plate of sequentially
stacked multiple isotropic layers. Classical Plate theory (CPT), First-Order Shear
Deformation Theory (FSDT) and Higher Order Shear Deformation Theory (HSDT)
were used to obtain the governing equations for separate models to study buckling
and dynamic behaviour. Singha et al. [4] utilized high precision FE method to study
the nonlinear behaviours of FGM plates. The formulation was based on FSDT and
solution was obtained through Newton–Raphson iteration technique. Panyatong
et al. [5] used second-order shear deformation theory (SDT) to determine the nat-
ural frequencies of Functionally Graded nanoplate which was embedded in elastic
medium. The formulation was on the basis of nonlocal elasticity and the derivation
of governing equations was performed through Hamilton’s principle to investigate
the influences of the medium stiffness and temperature on natural frequencies.
Benferhat et al. [6] performed free vibration study on graded plate supported on
Winkler–Pasternak type of elastic foundation on the basis of the neutral surface
concept. Sharma and Parashar [7] employed generalized differential quadrature
method to study the free vibration of FG piezoelectric annular plate on the basis of
modified Mindlin plate theory. Abrate [8] proposed a new approach to analyse FG
plate by using no special tools as he postulated that FG plates behaved same as
homogeneous plates. In the model, the variation in material properties of the plate
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was performed by introducing a coupling between the in-plane and transverse
deformations. Keleshteri et al. [9] utilized generalized differential quadrature
method to study nonlinear vibration of FG carbon nanotube reinforced composite
annular sector plates with piezoelectric layers on the basis of FSDT. Von Karman
type of geometrical nonlinearity was considered. The governing set of equations
was derived through Hamilton principle and solved using direct iterative method
and GDQM to highlight the variation of frequency versus amplitude plot. Chi and
Chung [10] investigated the mechanical behaviour of a simply supported FGM
plate of moderate thickness loaded under transverse loading. The solution was
based on the CPT and Fourier series expansion. Akbarzadeh et al. [11] represented
an analytical solution to investigate the behaviour of FGM rectangular plates based
on FSDT and 3rd order SDT. The mathematical formulation was displacement
based and derived governing sets of equations were solved by the Fourier series
expansion to obtain the natural frequencies.

On the other hand, research work involving material inhomogeneity in the
in-plane/axial direction are hardly available in the literature, although they have
potential for applications in civil, mechanical, aerospace and marine engineering.
Uymaz et al. [12] carried out vibration analysis of FG plates with in-plane material
gradation with different boundary conditions. Formulation was on the basis of shear
deformable plate theory and assumed displacement field. Xiang et al. [13] used
scaled boundary FE approach to study free vibration and buckling of FG plates with
in-plane material imperfection. Two-dimensional higher order spectral element was
considered to model the in-plane dimensions of the plate. The stiffness matrix was
derived directly from spectral element. Liu et al. [14] presented free vibration of a
FG rectangular plate with in-plane material imperfection. The edge condition was
considered as simply supported and a Levy-type solution was formulated. The
differential equations were solved considering a particular integration method.
Hussein and Mulani [15] dealt with the optimization of in-plane FG nano-reinforced
panels for buckling load. For that purpose, different types of panels with or without
stiffener and cut-outs were considered. The main objective was to minimize the
nano-inforcement to satisfy the desired buckling constraints. Recently, Kumar et al.
made an effort to explore the static and dynamic behaviour of in-plane/axial inho-
mogeneous FG plate by using energy principle based on displacement field. The
authors [16, 17] performed nonlinear forced vibration on non-uniform AFG plates.
For the formulation purpose, Hamilton’s principle was used to obtain the set of
governing equations and the solution of equations was performed through Broyden
method and direct iterative method. The influences of taper parameter and excitation
amplitude on forced vibration frequency response of the plates were observed. The
authors also studied [18] free vibration of axial inhomogeneous plate through
backbone curves to show the geometric nonlinearity effects.

Beside the classical end conditions, plate structures are often connected to other
members, supported by elastic restraints or supported by elastic foundation.
Application of such type of supported structure can be found in railroad, biome-
chanics, road, marine, geo-technics and engineering. So, studies should not be
always limited to classical edges which are ideal clamped, simply supported and
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free edges. In reality, such type of structures is modelled by a number of distributed
linear spring at the boundaries. On the other hand, plates supported on foundations
can be idealized through an array of springs attached to the face of the plate. Due to
their critical behaviour, investigations involving plates on elastic foundation are of
crucial significance and have received sufficient attention recently. Taczała et al.
[19] performed a post-buckling study of FG plates on elastic foundation. FSDT was
used for the mathematical formulation, and the results were obtained numerically
by the FE method. Ebrahimi et al. [20] proposed a four-variable refined shear
deformation theory to perform free vibration of porous magneto-electro-elastic FG
plates. The set of differential equations were obtained with the help of Hamilton’s
principle. Kutlu et al. [21] presented a mixed FE method and utilized a boundary
element approach to study the dynamics of thick plates on elastic foundation. The
plate was considered to be interacting with a quiescent fluid on the other side. To
represent the plate-foundation system, a two-field mixed FE formulation, on the
basis of Hellinger–Reissner variational principle was used. A boundary element
solution was incorporated for the fluid–structure interaction. Gupta et al. [22]
performed the dynamic analysis of FG simply supported plates on elastic founda-
tion. The foundation was considered as two-parameter Pasternak type. The for-
mulation was displacement based and HSDT was used for derivation purpose.
Mohammadzadeh and Noh [23] presented an analytical approach for obtaining
nonlinear frequency response of sandwich plates. The equations of motion were
obtained by using the HSDT along with Hamilton’s principle. Navier’s solution and
Runge-Kutta numerical scheme was used to solve the problem. Zamani et al. [24]
investigated free vibration of laminated viscoelastic composite plate with simply
supported edge resting on Pasternak viscoelastic foundation. Based on 3rd order
SDT, the partial differential equations were attained by Hamilton principle and
Laplace transformation. The equations were solved by iterative methods which
were weighted residual method and Fourier transform. Najafi et al. [25] presented
the impact analysis of FGM plates which were resting on elastic support with
simply supported edge condition. The elastic foundation was considered as a
nonlinear three-parameter one. The governing equations were derived based on a
Reddy’s HSDT and were solved by using an analytical procedure. Von Karman
type of kinematic nonlinearity was considered. Wattanasakulpong and
Chaikittiratana [26] investigated static and dynamic behaviour of CNR composite
plates resting on elastic foundation. The elastic foundation was considered to be
Pasternak type which also included shear layer and springs. The formulation was on
the basis of generalized shear deformation theory. Barati et al. [27] examined the
buckling behaviour of FG piezoelectric porous plates on basis of a refined
four-variable plate theory. Derivation of the governing set of equations was per-
formed through Hamilton’s principle and implementing an analytical approach the
equations were solved. Shahsavari et al. [28] analysed the free vibration behaviour
of FG porous plates which were supported on elastic foundations. Formulation was
carried out on the basis of quasi-3D hyperbolic plate model and solution was
performed using Galerkin method.
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From the literature review, it can be concluded that an enormous number of
literature are available in the domain of FGM where inhomogeneity is considered in
the thickness direction. At the same time, in-plane inhomogeneity is newer domain
and a few literatures are available. Its also comprehensible that research works
involving in-plane material inhomogeneity (AFG) are quite rare. So, in the present
study the structural behaviour of AFG non-uniform plates on elastic foundation is
considered.

16.2 Mathematical Formulation

In the present formulation, a semi-analytical technique (displacement field based) is
adopted for carrying out the analysis. At first, the static problem is taken up and the
governing set of equations is derived through application of minimum potential
energy principle following variational method [29]. After that the subsequent
dynamic problem is solved using Hamilton principle from the known displacement
field which is derived previously from the static analysis. Geometric nonlinearity is
incorporated in the system following nonlinear strain-displacement relations.

A tapered axially functionally graded (AFG) square plate is considered to be
rested on elastic foundation as shown in Fig. 16.1a. The length and width of the
plate are a and b, respectively. Formulation is performed in normalized domain
which are characterized by n ¼ x=a and g ¼ y=b and their values vary from 0 to 1.
The thickness of the plate is varying from the root side along axial direction
following the relation tðnÞ ¼ t0 1� an2

� �
. Here, t0 is the root thickness and a is

taper parameter. Axial variation of material properties is considered in a similar way
to the thickness variation described above. These variations [30] for elastic modulus
and density are expressed as, EðnÞ ¼ E0 1þ nð Þ and qðnÞ ¼ q0 1þ nþ n2

� �
. Here

E0 and q0 are values at the root side. All ends of the plate are considered to be

Fig. 16.1 a AFG plate on elastic foundation. b End condition and loading pattern
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clamped (C) or simply supported (S), and they are represented as CCCC and SSSS
end conditions. The stiffness of the elastic foundation is considered as Kf . It is
important to note that linear behaviour of the foundation is assumed by attaching a
series of parallel linear spring at the bottom face of the plate. The plate is loaded
under evenly distributed pressure type load of magnitude q as shown in Fig. 16.1b.
To create a computational domain in the present study, Gauss points are created
with the help of a numerical module along normalized n and g directions and hence
constant n and constant g lines are formed as shown in Fig. 16.2. At these inter-
section points of the lines, all relevant numerical computations of the problem are
performed.

Due to large deflection and elastic foundation, the calculation of total strain
energy of the present system has three distinct parts. The first part corresponds to
strain energy due to pure bending Ubð Þ, the second one is due to stretching of
mid-plane of the plate Usð Þ and the third part arises because of inclusion of elastic
foundation Uf

� �
. So, total strain energy Uð Þ of the system is represented as,

U ¼ Ub þUs þUf ð16:1Þ

By substituting appropriate strain displacement relations and loading condition,
Ub, Us, and Uf can be expressed as [16],
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Fig. 16.2 Computational
points in the domain
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Uf ¼ abð ÞKf

Z1

0

Z1

0

w@wð Þ dndg ð16:2cÞ

The potential energy due to external load Vð Þ of the system can be expressed as,

V ¼ abð Þ
Z1

0

Z1

0

qwð Þ dndg ð16:3Þ

Also, kinetic energy Tð Þ of the system can be expressed as,

T ¼ a
2

Z1

0

Z1

0

@w
@s

� �2

þ @u
@s

� �2

þ @v
@s

� �2
( )

q nð ÞA nð Þ dndg ð16:4Þ

where, w, u and v are approximated displacement field which are assumed in the
transverse wð Þ and in plane (u and v) directions. s is the time coordinate.

16.2.1 Static Analysis

In static analysis, to derive the governing set of equations, minimum potential
energy principle is utilized, which is expressed as,

d UþVð Þ ¼ 0 ð16:5Þ
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The assumed static displacement field (w; u and v) are generated as linear
combinations of orthogonal admissible functions /; a; bð Þ and unknown coeffi-
cients dð Þ as shown,

w n; gð Þ ¼
Xnw
i¼1

di/i n; gð Þ ð16:6aÞ

uðn; gÞ ¼
Xnwþ nu

i¼nwþ 1

diai�nw ðn; gÞ ð16:6bÞ

v n; gð Þ ¼
Xnwþ nuþ nv

i¼nwþ nuþ 1

dibi�nw�nu n; gð Þ ð16:6cÞ

where, nw, nu and nv are number of orthogonal functions for each of the dis-
placement field w, u and v respectively. Utilizing the boundary conditions,
appropriate start function /1; a1; b1ð Þ are selected which are shown in Table 16.1.
Then generation of higher order functions /; a; bð Þ are performed by using Gram–

Schmidt orthogonalization procedure [16, 18].
Substituting the expressions from Eqs. (16.2a) and (16.3) along with the

Eqs. (16.6a) into Eq. (16.5), the governing equations are found as,

K½ � df g ¼ ff g ð16:7Þ

Equation (16.7) here is nonlinear in nature. This is due to the reason that the
stiffness matrix, K½ �, is function of unknown coefficient dð Þ. Hence, exact solution
is hardly possible. The approximate solution can be done with the help of a
well-established iterative method [31]. Here, direct substitution with relaxation
method is utilized to solve the unknown coefficients on the basis of some initial
guess.

16.2.2 Dynamic Analysis

Hamilton’s principle is employed to derive the governing set of equations in the
dynamic analysis, which is expressed as,

Table 16.1 Start functions
for different boundary
conditions

End conditions Start functions

CCCC n 1� nð Þf g2� n 1� nð Þf g2
SSSS sin pnð Þ � sin pnð Þ
Inmovable n 1� nð Þ � g 1� gð Þ

344 H. Lohar et al.



www.manaraa.com

d
Zs2
s1

T � U � Vð Þds
0
@

1
A ¼ 0 ð16:8Þ

It needs to be mentioned here that the present free vibration study is performed
on a pre-stressed plate, whose static solution has already been obtained in the
previous step. So, the potential energy of the external load (V) can be set to zero.
The assumed dynamic displacement field (w; u and v) are expressed as,

w n; g; sð Þ ¼
Xnw
i¼1

di/i n; gð Þejxs ð16:9aÞ

u n; g; sð Þ ¼
Xnwþ nu

i¼nwþ 1

diai�nw n; gð Þejxs ð16:9bÞ

v n; g; sð Þ ¼
Xnwþ nuþ nv

i¼nwþ nuþ 1

dibi�nw�nu n; gð Þejxs ð16:9cÞ

Substituting the expressions from Eqs. (16.2), (16.3) and (16.4) along
Eqs. (16.9) into Eq. (16.8), the set of the governing equations are found as,

�x2 M½ � df gþ K½ � df g ¼ 0 ð16:10Þ

where, K½ � and M½ � indicate stiffness matrix and mass matrix, respectively, and
which are now completely known. K½ � is already solved by static analysis and M½ � is
known from the problem definition. So, the unknown frequency parameter xð Þ is
solved through an Eigen value analysis, whereas solution of the unknown coeffi-
cients is associated with Eigen vectors.

16.3 Results and Discussions

In the present chapter, nonlinear structural behaviour of non-uniform AFG plate on
elastic foundation is carried out considering clamped (CCCC) and simply supported
(SSSS) end condition and pressure type of loading. The geometric dimensions of
the plate are taken as, a ¼ b ¼ 0:4 m; t0 ¼ 0:0025 m and a ¼ 0:2. The material
properties value are considered as, E0 ¼ 210 Gpa; q0 ¼ 7850 Kg/m3 and l ¼ 0:3,
which resemble the material properties of mild steel. The non-dimensional elastic
foundation stiffness Kf ¼ a4kf =D

	 

values for each result are taken as,

Kf ¼ 0; 102; 103 and 104, respectively. Here, kf is dimensional value of stiffness and
D ¼ E0t30=12 1� l2ð Þ. The number of Gauss points ngpð Þ and number of orthog-
onal functions nw ¼ nu ¼ nvð Þ are selected as 24 and 5, respectively. These values
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are selected by performing appropriate convergence studies. As a result, the number
of computational points in the domain becomes 24 � 24 and total number of
function for displacement become 5 � 5. The start functions due to transverse and
in-plane displacement are shown in Table 16.1. The present study results are
generated when dimensionless maximum amplitude wmax=t0ð Þ is less than 2.0 to
minimize the computation time.

The present methodology and solution procedure is compared with the results of
previously published articles of Timoshenko and Woinowsky-Krieger [32], Leissa
[33] and Saha et al. [34] for fully homogeneous and uniform plate without con-
sidering foundation support. The comparison of linear dimensionless natural fre-
quencies for first six modes are tabulated in Table 16.2 for different end conditions.
In Fig. 16.3a, the comparison of the load versus deflection is shown for CCCC plate
and in Fig. 16.3b, the comparison of the first backbone curve is shown for the same
plate. From the above comparison, it can be conclusive that the current results
satisfy the established results.

In Fig. 16.4 the load versus deflection curves are shown in dimensionless load
and deflection plane for CCCC and SSSS end conditions, respectively. The effects
of the foundation stiffness on the deflection amplitude of the system can be found
through this plot. Four curves are considered corresponding to different spring
stiffness values (Kf = 0, 102, 103 and 104). It can be observed that with the increase
of the foundation stiffness value the slope of the curve is decreasing in nature. Such
type of results is found due to the reason that increase of stiffness makes the system
more stiff to deflection under the application of same load. As a usual consequence
of the increase in stiffness the load-bearing capacity of the system also increases. It
is also observed that for the same load application the deflection of the SSSS plate is
more than the CCCC plate. This type of occurrence happens due to the reason that
the CCCC plate is stiffer to deflect than SSSS plate.

Figure 16.5 represents the deflected shape of the plates centreline along axial (n)
direction for four foundation stiffness value. These plots are obtained taking par-
ticular external load value of 100 KN/m2 and 15 KN/m2 for CCCC and SSSS plate,
respectively, to ensure best fit. From the plot, it is seen that deflection is maximum
near the middle of the plate. It is also observed that at zero value of stiffness the

Table 16.2 Comparison of first six linear non-dimensional natural frequency square plate

Boundary
condition

Literature Linear dimensionless frequencies

x1 x2 x3 x4 x5 x6

CCCC Leissa [33] 35.992 73.407 73.407 108.261 131.599 132.195

Saha et al.
[34]

35.992 73.407 73.407 108.235 131.755 132.402

Present study 35.865 73.192 73.192 107.942 131.371 132.002

SSSS Leissa [33] 19.743 49.344 49.344 78.944 98.687 98.687

Saha et al.
[34]

19.743 49.369 49.369 78.996 99.282 99.282

Present study 19.712 49.317 49.317 78.873 99.103 99.103
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deflection is maximum, and it is minimum when stiffness is maximum. Again it is
also clear from the plots that SSSS plate deflect more than the CCCC plate under
same load application.

Linear dimensionless frequencies are tabulated in Table 16.3 to show the effects
of the end conditions and the foundation stiffness values on natural frequencies.
From the table, it is clear that in each case higher the stiffness value of the foun-
dation increasing the natural frequency and the reason behind this occurrence is due
to the fact that the system becomes more rigid for stiffer foundation. It is also
observed that due to rigidity of the plate edge, boundary condition also affects the

Fig. 16.3 a Comparison plot of load versus deflection curve. b Comparison plot of backbone
curve

Fig. 16.4 Load versus deflection plot for CCCC and SSSS boundary conditions, respectively
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natural frequency and CCCC plate will obtain highest frequency value for a con-
stant value of foundation stiffness.

The dynamic response of the system is shown through backbone curves in
dimensionless frequency amplitude plane. In Fig. 16.6, backbone curves are plotted
to show the effect of the foundation stiffness value in separate two diagrams for
CCCC and SSSS plate, respectively. It is cleared from the figure that slope of the
curves are incremental with foundation stiffness value and hence, proving the
system is getting stiffer to vibrate/deflect.

The effect of the end conditions of the plates on backbone curve is shown in
Fig. 16.7. Two separate plots are there to accommodate first four backbone curves
at each foundation stiffness value to analyse the effect of the end conditions of the
plates. Hence, for four foundation stiffness value, i.e. 0, 102, 103 and 104,

Fig. 16.5 Deflected shape of the CCCC and SSSS plate in centreline along axial direction for
different foundation stiffness

Table 16.3 Linear dimensionless frequencies for different boundary conditions

Boundary condition Stiffness of foundation Linear dimensionless frequencies

x1 x2 x3 x4

CCCC 0 30.365 61.904 62.427 92.153

100 31.326 62.398 62.889 92.489

1000 38.895 66.692 66.89 95.4594

10,000 81.535 97.779 100.337 121.376

SSSS 0 16.732 41.854 42.136 67.449

100 18.419 42.541 42.87 67.912

1000 29.452 48.252 49.016 71.961

10,000 76.002 85.392 90.661 104.499

348 H. Lohar et al.



www.manaraa.com

respectively, eight plot will be obtained. Here also from the figures, it is also
observed that for a particular value of foundation stiffness, the backbone curves
obtained in case of SSSS end condition have lesser slope. This type of phenomenon
happens due to the reason that the rigidity of the plate edges conditions significantly
affect the free vibration response.

In Fig. 16.8, through the representation of backbone curve, the effect of the taper
parameter and the material gradation are shown. These plots are obtained in case of
CCCC plate taking foundation stiffness, Kf = 103. It is clear from the figure that
with the introduction of taper parameter a ¼ 0:2ð Þ and material gradation the slope
of the backbone curves will be less than from the ideal case (uniform and homo-
geneous material). This type of phenomenon will happen due to the reason that in
the present system the thickness is gradually decreasing tðnÞ ¼ t0 1� an2

� �	 

and

material properties are gradually increasing [EðnÞ ¼ E0 1þ nð Þ and qðnÞ ¼
q0 1þ nþ n2
� �

] in nature. So at the root side of the plate thickness is maximum, but
material property values are minimum, and these values are considered in the ideal
case. So the softening effect will be predominate and that’s why decreasing slope of
the backbone curve will be observed in the present scenario.

Dynamic behaviour of FGM plates on elastic foundation are presented more
accurately through the representation of mode shape plots. Both linear
wmax=t0ð Þ ¼ 2:0½ � and nonlinear wmax=t0ð Þ ¼ 2:0½ � mode shapes for the first six

modes for CCCC and SSSS plates are highlighted in Figs. 16.9 and 16.10,
respectively, at Kf ¼ 1000. There are observable changes between the two sets
(linear and nonlinear) of mode shapes, which points towards the effect of nonlin-
earity. For higher order mode shape, these effects appear to be more prominent.

Fig. 16.6 Effect of foundation stiffness on backbone curve 1 for CCCC and SSSS boundary
conditions, respectively
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Fig. 16.7 Backbone curves for different boundary conditions at Kf = 0, Kf = 102, Kf = 103 and
Kf = 104 respectively
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Fig. 16.8 Effect of the tapering and material gradation at Kf = 103

Fig. 16.7 (continued)
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Fig. 16.9 Mode shape for CCCC boundary condition at Kf = 103
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Mode 
shape 5
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shape 6

Fig. 16.9 (continued)
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Mode 
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Fig. 16.10 Mode shape for SSSS boundary condition at Kf = 103
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16.4 Conclusions

In the present chapter, static and free vibration study is performed on a AFG
non-uniform thin plate which is supported on elastic foundation of different stiffness
with CCCC and SSSS end conditions, respectively. Minimum potential energy
principle is utilized for static case, whereas in case of free vibration Hamilton’s

Mode 
shape 5

Mode 
shape 6

Mode 
shape 3

Mode 
shape 4

Fig. 16.10 (continued)
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principle is used to obtain the governing sets of equations. An iterative method
(direct substitution with relaxation) is numerically implemented to solve of the
nonlinear equations. The methodology is flexible so that other type of loading
pattern, gradation parameter, taper pattern and foundation behaviour can be
incorporated. The generated results are successfully validated with the previously
published results. The effect of the foundation is found out through load versus
amplitude plot and deflected shape plot in static analysis, whereas, in free vibration
analysis backbone curves for five foundation stiffness values are furnished.
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Chapter 17
Free Vibration of Rotating Twisted
Composite Stiffened Plate

Mrutyunjay Rout and Amit Karmakar

Nomenclature

L Length of the plate (m)
b Width of the plate (m)
h Thickness of the plate (m)
bst Width of stiffener (m)
dst Depth of stiffener (m)
/ Pretwist angle of the plate (deg.)
xn Fundamental natural frequency of the stiffened plate without rotation (rad/s)
X0 Actual rotational speed (rad/s)
X Non-dimensional rotational speed X ¼ X0=xnð Þ (dimensionless)

17.1 Introduction

Earlier, tourbomachinery blades are assumed as twisted beam wherein chordwise
bending is found missing particularly in moderate-to-low aspect ratio models and
the analysis becomes inaccurate. Thereafter, these blades are modelled as twisted
cantilever composite plates. In general, these blades fail due to flutter, which in turn
induces high value of repeated stresses. In order to have a safety of operation, these
thin plates are very often attached with rib-like structures called stiffeners at suitable
orientation to increase the overall stiffness, thereby increasing the fundamental
frequency. The high-speed rotation of the turbomachinery blades is very much
related to their frequencies and often prone to failure due to the centrifugal force.
The deformation of the geometry due to centrifugal force is represented by geo-
metric stiffness called centrifugal stiffening, which is the source of initial stresses.
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Hence, an intensive study of the stiffened blades considering the effects of different
parameters will be extremely useful for design engineers.

Leissa and Ewing [1] presented the free vibration results of turbomachinery
blades considering both beam and shallow shell theories and finally reported that
beam theory was found inadequate for moderate-to-low aspect ratio blades because
chordwise bending was found missing. Kielb et al. [2] carried out the theoretical
and numerical analysis of twisted cantilever plates wherein finite elements’ results
were obtained considering plate, shell and solid elements. In theoretical method,
they considered both shell and beam theory to carry out the investigation. Qatu and
Leissa [3] were the first investigators to report the effects of twist angles of the
composite plates on the natural frequencies and mode shapes. Liew et al. [4] used
Ritz method to study the effects of twist angle on the vibration response and mode
shapes of composite conical shells. Kuang and Hsu [5] studied the free vibration
results of tapered pretwisted orthotropic composite plate employing differential
quadrature method (DQM). Lee et al. [6] investigated the vibration response of
composite twisted plates, cylindrical and conical shells with cantilevered boundary
conditions employing finite element method (FEM). Sreenivasamurthy and
Ramamurti [7] studied the effects of Coriolis component on the natural frequencies
of the plates, rotating at different speeds, and reported that its effect is found
marginal at low and moderate speed of rotation. Ramamurti and Kielb [8] reported
the eigenfrequencies of twisted rotating isotropic plate wherein the effects of
rotation were included by using a stress smoothing technique. Karmakar and Sinha
[9] worked to investigate the free vibration response of laminated twisted plate at
moderate speed neglecting Coriolis effect. They used three-dimensional finite ele-
ment method to perform the parametric studies. Rao and Gupta [10] presented the
fundamental frequencies of twisted and tapered Timoshenko beams rotating at
different speeds. Hu et al. [11] computed the free vibration response of cantilevered
twisted conical shell subjected to axial and centrifugal force by Rayleigh–Ritz
method, while Kee and Kim [12] worked on the free vibration response of rotating
twisted thick cylindrical shell structures employing FEM wherein Coriolis accel-
eration was considered with centrifugal forces. Joseph and Mohanty [13] reported a
finite element numerical method to compute the natural frequency of the rotating
sandwich plates.

The remarkable researchers [14–17] investigated the free vibration characteris-
tics of stationary untwisted laminated eccentrically and concentric stiffened plates/
shells using FEM based on the kinematics of FSDT. Sadek and Tawafik [18] used
higher-order shear deformation theory (HSDT), which eliminates the use of shear
correction factor to study the flexural response of the stiffened plates. Qing et al.
[19] worked on the free vibration of stiffened plates based on the theory of
state-vector equation, wherein the compatibility of stresses and displacement at the
interface of stiffener and plate were satisfied. Yuan and Dawe [20] studied the
stability and vibration characteristics of sandwich plates stiffened eccentrically
employing spline finite strip method, while Guo et al. [21] presented a finite ele-
ment model based on zigzag theory of the laminated stiffened composite plates,
wherein the inter-layer continuity was maintained by employing bilinear in-plane
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displacement constraints. Li et al. [22] united two theories such as layerwise
laminated theory and traditional finite element theory to investigate the static and
free vibration response of laminated stiffened cylindrical shells, while Bhar et al.
[23] presented a comparative study of laminated stiffened plates employing both the
kinematics of FSDT and HSDT. Zaho and Kapania [24] presented an efficient finite
element method to investigate the vibration response of laminated composite
stiffened panel, wherein curved composite stiffeners were considered. Castro and
Donadon [25] developed a semi-analytical model to investigate the buckling and
vibration response of laminated composite stiffened panel with inclusion of the
debonding problem. Rout et al. [26, 27] presented the free vibration response of
rotating stiffened cylindrical shells with preexisting delamination, while
Damnjanović et al. [28] used the dynamic stiffness method to investigate the free
vibration responses of composite stiffened and cracked plate assemblies based on
the HSDT and FSDT theories.

Though plenty of literature is available in the theme of free vibration of stiffened
plates, the investigators have not studied the effects of rotational speed on the free
vibration characteristics of the initially twisted laminated composite eccentrically
stiffened plate. Hence, the present work aims at studying the vibration response of
rotating twisted composite stiffened plate employing finite element method, wherein
the composite plate is modelled with an eight-noded isoparametric element and the
stiffener is with a three-noded isoparametric beam element. The compatibility
between the plate element and the stiffener element is established by considering the
eccentricity of the stiffener element. The degrees of freedom of the stiffener element
at each node are transferred to the corresponding nodes of the plate element. The
initial stiffening due to rotation is manifesting itself through geometric stiffness,
considering Green–Lagrangian strain components for initial stresses. The effect of
fibre orientation angle, twist angles, stiffener depth-to-plate thickness ratio and
rotational speeds on the free vibration response of the stiffened plate is furnished.
Finally, the influence of twist angles and moderate speed of rotation on the mode
shapes of the eccentrically stiffened composite plate is presented.

17.2 Theoretical Formulation

The laminated composite crossed-stiffened plate of uniform thickness h, curvature
of twist Rxy, length L is shown in Fig. 17.1 with the global coordinate system. The
twist angle of the stiffened plate is expressed as,

tan/ ¼ � L
Rxy

ð17:1Þ

The isoparametric eight-noded plate element consisting of five degrees of free-
dom including three translations (u, v, w) and two rotations (a, b) per node is

17 Free Vibration of Rotating Twisted Composite Stiffened Plate 359



www.manaraa.com

considered for discretization of the entire plate. The generalized strain vector of the
plate based on the kinematics of FSDT is expressed as,

ex ey cxy cxz cyz
� � T ¼ e0x e0y c0xy c0xz c0yz

� � T
þ z jx jy jxy jxz jyz½ �T

ð17:2Þ

where e0x ; e
0
y ; c

0
xy; c

0
xz; c

0
yz are the mid-surface strains and jx; jy; jxy; jxz; jyz corre-

sponds to the curvatures of the plate.

e0x

e0y

c0xy

c0xz

c0yz

8>>>>>>>>>>>><
>>>>>>>>>>>>:

9>>>>>>>>>>>>=
>>>>>>>>>>>>;

¼

@u=@x
@v=@y

@u=@xþ @v=@xþ 2w=Rxy

a þ @w=@x
bþ @w=@y

8>>>><
>>>>:

9>>>>=
>>>>;

ð17:3Þ

and
jx
jy
jxy
jxz
jyz

8>>>><
>>>>:

9>>>>=
>>>>;

¼

@a=@x
@b=@y

@a=@yþ @b=@x
0
0

8>>>><
>>>>:

9>>>>=
>>>>;

ð17:4Þ

Fig. 17.1 Typical twisted
laminated composite stiffened
plate
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The mid-plane strain field and curvatures can be written as,

ef g ¼ B½ �fdeg ð17:5Þ

where

fdeg ¼ u1 v1 w1 a1 b1 � � � u8 v8 w8 a8 b8½ �T ð17:6Þ

B½ � ¼

Ni;x 0 0 0 0
0 Ni;y 0 0 0
Ni;y Ni;x 2Ni=Rxy 0 0
0 0 0 Ni;x 0
0 0 0 0 Ni;y

0 0 0 Ni;y Ni;x

0 0 Ni;x Ni 0
0 0 Ni;y 0 Ni

� � �
� � �
� � �
� � �
� � �
� � �
� � �
� � �

2
66666666664

3
77777777775
i¼1;8

ð17:7Þ

The constitutive relation of the plate can be expressed as,

N
M
Q

8<
:

9=
; ¼

Aij Bij 0
Bij Dij 0
0 0 Sij

2
4

3
5 ep

jb
cs

8<
:

9=
; ¼ D½ � ef g ð17:8Þ

where Aij, Bij, Dij and Sij are the stiffness coefficients, while ep, jb and cs represent
the in-plane strains, the curvatures and shear strains in transverse directions,
respectively.

Based on the finite element method, the standard formulations used to compute
the element stiffness and mass matrices are expressed as,

Kp
� � ¼ Z1

�1

Z1

�1

½B�T ½D�½B� Jj j dndg ð17:9Þ

Mp
� � ¼ Z1

�1

Z1

�1

N½ �T m½ � N½ �Jj j dndg ð17:10Þ

where [B] is the strain–displacement matrix, [D] is the elasticity matrix, [N] is the
shape function matrix and [m] is the inertia matrix per unit area of the plate element,
respectively.

The stiffener element is considered as a one-dimensional three-noded isopara-
metric beam element consisting of four degrees of freedom per node, which
includes two translations and two rotations. The shape functions considered for the
stiffener element are given by,
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Nsx
i ¼ 0:5nnið1þ nniÞ for i ¼ 1; 3

Nsx
i ¼ ð1� n2Þ for i ¼ 2

ð17:11Þ

The strain–displacement relations of a stiffener, whose axis is parallel to x-axis,
is given by,

esxx

csxxy

csxxz

8>>>>>><
>>>>>>:

9>>>>>>=
>>>>>>;

¼
@usx
@x þ z @a

sx

@x crz
@bsx

@x

asx þ @wsx

@x � y @bsx

@x

( )
ð17:12Þ

The stress resultants developed in the cross section of the x-directional stiffener
are computed and arranged as,

Nsx
x

Msx
x

Tsx
x

Qsx
xz

8>>><
>>>:

9>>>=
>>>;

¼

Asx
11bst Bsx

11bst Bsx
16bst 0

Bsx
11bst Dsx

11bst Dsx
16bst 0

Bsx
16bst Dsx

16bst
1
6

�Qsx
66 þ �Qsx

44

� �
dstb3st 0

0 0 0 ksxs A
sx
44bst

2
6664

3
7775

@usx
@x
@asx
@x
@bsx

@x

asx þ @wsx

@x

8>>>><
>>>>:

9>>>>=
>>>>;

¼ Esx½ � esxf g
ð17:13Þ

The nodes of the plate and the stiffener elements are assumed to be collinear in
thickness direction of the global coordinate system. The relation between the nodal
displacement vector of the stiffener element and that of the mid-surface of the plate
element is expressed as,

usx

wsx

asx

bsx

8>><
>>:

9>>=
>>; ¼

1 0 0 e 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

8>><
>>:

9>>=
>>;

u
v
w
a
b

8>>>><
>>>>:

9>>>>=
>>>>;

¼ Tsx
ce

� �
dpf g ð17:14Þ

In consequence, the elemental nodal degrees of freedom of the x-directional stiff-
ener can be presented in terms of nodal degrees of freedom of the plate element as,

X3
i¼1

usxi
wsx
i

asxi
bsxi

8>><
>>:

9>>=
>>; ¼

X3
i¼1

Tsx
ce

� �X8
j¼1

Nij 0 0 0 0
0 Nij 0 0 0
0 0 Nij 0 0
0 0 0 Nij 0
0 0 0 0 Nij

2
66664

3
77775

uj
vj
wj

aj
bj

8>>>><
>>>>:

9>>>>=
>>>>;

ð17:15Þ

In Eq. (17.15), Nij is defined as the jth quadratic shape function of plate element
computed at the ith node of the stiffener element.
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Equation (17.15) can be expressed as,

dsxe
� � ¼ Tsx

ce

� �
Tsh
sx

� �
def g ¼ Tsx½ � def g ð17:16Þ

where Tsx
� �

is called as transformation matrix, which is used to transfer the degrees
of freedom of the nodes of the stiffener element to the corresponding nodes of the
plate element taking eccentricity (e = (h + dst)/2) of the stiffener into account.

The stiffness and mass matrices of the stiffener element are computed as,

Ksxe½ � ¼
Z1

�1

Tsx½ �T Bsx½ �T Esx½ � Bsx½ � Tsx½ � Jsxj j dn ð17:17Þ

Msxe½ � ¼
Z1

�1

Tsx½ �T Nsx½ �T msx½ � Nsx½ � Tsx½ � Jsxj j dn ð17:18Þ

where Bsx½ � is the strain–displacement matrix and msx½ � is the inertia matrices of the
one-dimensional stiffener element. The strain–displacement matrix is expressed as,

Bsx½ � ¼
Nsx
i;x 0 0 0
0 0 Nsx

i;x 0
0 0 0 Nsx

i;x
0 Nsx

i;x Nsx
i 0

� � �
� � �
� � �
� � �

2
664

3
775
i¼1;3

ð17:19Þ

and the inertia matrix of the stiffener is written as,

msx½ � ¼
psx 0 0 0
0 psx 0 0
0 0 Isx 0
0 0 0 Jsx

2
664

3
775 ð17:20Þ

where psx ¼
Pnl

k¼1 bstðzk � zk�1Þqk, Jsx ¼ 1
3

Pnl
k¼1 b

3
stðzk � zk�1Þqk and Isx ¼ 1

3

Pnl
k�1

bstðz3k � z3k�1Þqk .
The same procedure may be adopted to compute the elasticity stiffness matrix

and mass matrix of the stiffener placed along y-axis of the plate.
The stiffness matrix and mass matrix of the stiffened plate element can be

computed as,

Ke½ � ¼ Kp
� �þ Ksxe½ � þ Ksye

� � ð17:21Þ

Me½ � ¼ Mp
� �þ Msxe½ � þ Msye

� � ð17:22Þ
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The generalized dynamic equilibrium equation is derived from Lagrange’s
equation of motion. While deriving the dynamic equilibrium equation, it is assumed
that the stiffened plate is rotating at moderate speed. For moderate speed of rotation,
the Coriolis effect is neglected and the dynamic equilibrium equation in global form
is written as [9],

M½ � €d
n o

þ K½ � þ Kr½ �ð Þ df g ¼ FðX2Þ� � ð17:23Þ

In Eq. (17.23), ½M� is the global mass matrix, ½K� is the global elastic stiffness
matrix, ½Kr� is the global geometric stiffness matrix, fdg is the global displacement
vector and fFðX2Þg is the global centrifugal force vector [9]. The computation of
the geometric stiffness matrix ½Kr� is based on iterative solution [7, 9], because it
depends on the values of initial stresses.

K½ � þ Kr½ �ð Þfdg ¼ FðX2Þ� � ð17:24Þ

In the first phase of solution, the initial stresses are equal to zero and the equation
becomes,

½K�fdg ¼ FðX2Þ� � ð17:25Þ

The solution of the above equation gives a stress distribution r0. Taking this
stress distribution, the geometric stiffness matrix is derived. The equation becomes,

K½ � þ Kr0½ �ð Þfdg ¼ FðX2Þ� � ð17:26Þ

The solution of Eq. (17.26) gives another new stress distribution r1. Similarly,
the procedure can be repeated to get the converged value of the stresses.

The rotational velocity component matrix contributing for angular acceleration is
expressed as [7, 9],

Ax½ � ¼
X02

y þX02
z �X0

xX
0
y �X0

xX
0
z

�X0
xX

0
y X02

x þX02
z �X0

yX
0
y

�X0
xX

0
z �X0

yX
0
z X02

x þX02
y

2
64

3
75 ð17:27Þ

The centrifugal force vector of an element can be written as [7, 9],

FXef g ¼ q
Z
vol

N½ �T Ax½ �
x
y
z

8<
:

9=
; dðvolÞ ð17:28Þ

In Eq. (17.28), q and ½N� are the density of the composite material and the matrix
of shape functions. Considering the Green–Lagrangian nonlinear strain components
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due to rotation, the geometric stiffness matrix of the stiffened plate element can be
computed as [9, 29],

Kref g ¼
Z
vol

G½ �T Mr½ � G½ � dðvolÞ ð17:29Þ

In the above equation, the matrix ½G� contains the derivatives of shape functions
and ½Mr� represents the matrix of initial in-plane stress resultants developed due to
rotation. The expressions of [G] and ½Mr� of the stiffened plate are given by,

G½ � ¼

Ni;x 0 0 0 0
Ni;y 0 0 0 0
0 Ni;x 0 0 0
0 Ni;y 0 0 0
0 0 Ni;x 0 0
0 0 Ni;y 0 0
0 0 0 Ni;x 0
0 0 0 Ni;y 0
0 0 0 0 Ni;x

0 0 0 0 Ni;y

0 0 0 Ni 0
0 0 0 0 Ni

� � �
� � �
� � �
� � �
� � �
� � �
� � �
� � �
� � �
� � �
� � �
� � �

2
6666666666666666664

3
7777777777777777775
i¼1;8

ð17:30Þ

Mr½ � ¼

Nx Nxy 0 0 0 0 0 0 0 0 0 0
Nxy Ny 0 0 0 0 0 0 0 0 0 0
0 0 Nx Nxy 0 0 0 0 0 0 0 0
0 0 Nxy Ny 0 0 0 0 0 0 0 0
0 0 0 0 Nx Nxy 0 0 0 0 0 0
0 0 0 0 Nxy Ny 0 0 0 0 0 0

0 0 0 0 0 0 Nxh2

12
Nxyh2

12 0 0 0 0

0 0 0 0 0 0 Nxyh2

12
Nyh2

12 0 0 0 0

0 0 0 0 0 0 0 0 Nxh2

12
Nxyh2

12 0 0

0 0 0 0 0 0 0 0 Nxyh2

12
Nyh2

12 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

2
666666666666666666664

3
777777777777777777775

ð17:31Þ

The QR iteration algorithm [30] is used to compute the natural frequencies of
stiffened panel. The solution of governing equation of motion is given as,

½A�fdg ¼ kfdg ð17:32Þ

where ½A� ¼ ½K� þ ½Kr�ð Þ�1½M� and k ¼ 1=x2
n.
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17.3 Result and Discussion

For the computational purpose, an in-house computer programme based on the
above formulation is developed in MATLAB environment. A mesh convergence
study is conducted, and it is found that the mesh size of 8 � 8 gives the converged
results. So for the entire analysis of the present study, this mesh size is used to
compute the results. The validation of the formulation with respect to stiffened
panel is shown in Table 17.1, which shows the agreement of the computed results
with that of Nayak and Bandyopadhyay [16] and Das and Chakravorty [31]. The
natural frequencies of antisymmetric cross-ply crossed-stiffened laminated com-
posite plates are furnished in Table 17.1. The non-dimensional fundamental fre-
quencies of an isotropic cantilever plate are furnished in Table 17.2 corresponding
to different rotational speeds. The computed results corresponding to various
rotational speeds show very good agreement with that of Sreenivasamurthy and
Ramamurti [7]. The non-dimensional fundamental frequencies of a twisted com-
posite plate are computed and compared with that of Qatu and Leissa [3] corre-
sponding to different fibre orientation angles. These comparisons of results are
shown in Table 17.3. The capability of the present MATLAB code in respect of
stiffener formulation, rotation of the panel and pretwist angle is well established and
acceptable. Therefore, it is obvious that the MATLAB code can effectively compute
the natural frequencies of the pretwisted stiffened panel subjected to various rota-
tional speeds.

Table 17.1 Natural frequencies (Hz) of simply supported cross-ply (0°/90°) crossed-stiffened
plate, L = b = 254 mm, h = 12.7 mm, bst = 6.35 mm, dst = 25.4 mm, E1 = 144.8 GPa,
E2 = 9.67 GPa, G12 = G13 = 4.14 GPa, G23 = 3.45 GPa, m = 0.3, q = 1389.23 kg/m3 and
nx = ny = 1

Mode
number

Nayak and Bandyopadhyay
[16]

Das and Chakravorty
[31]

Present
FEM

1 1141.00 1123.17 1142.03

2 2394.17 2367.77 2398.12

3 2415.82 2407.57 2417.10

4 2646.18 2656.00 2646.31

Table 17.2 Non-dimensional fundamental frequencies x ¼ xnL2
ffiffiffiffiffiffiffiffiffiffiffi
qh=D

p	 

of an isotropic

rotating cantilever plate

Non-dimensional speed X ¼ X0=xn Sreenivasamurthy and Ramamurti [7] Present FEM

0.0 3.43685 3.41748

0.4 3.75280 3.72640

0.8 4.56786 4.51250

1.0 5.09167 5.01066

L/b = 1, h/L = 0.12, D = Eh3/12(1 − m2), m = 0.3
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The fundamental frequencies of the composite stiffened plate are presented
corresponding to different twist angles and rotational speeds. The geometric and
material properties of the composite stiffened plate made of graphite–epoxy are as
follows:

L=b ¼ 2; L=h ¼ 100; bst ¼ h; dst ¼ 4h; m12 ¼ 0:30; E1 ¼ 138:0 GPa;

G12 ¼ G13 ¼ 7:1 GPa;E2 ¼ 8:96 GPa;G23 ¼ 2:84 GPa

The entire analysis is based on the laminated composite plate with composite
stiffeners placed symmetrically along the nodal lines. The stacking sequence of the
plate and the stiffener is always same. The boundary condition considered for the
stiffened plate is given below:

u ¼ v ¼ w ¼ a ¼ b ¼ 0 at x ¼ 0: ð17:33Þ

The effect of fibre orientation angle on the fundamental natural frequency of an
eight-layered laminated composite [h/−h/h/−h]s stiffened plates is presented in
Fig. 17.2 for two panels, wherein one panel is attached with a single x-directional
stiffener while the second panel is appended with a single y-directional stiffener. At
the same time, the stiffened plates of different angles of pretwist are also considered.
Form the graph, it may be observed that raise in the value of fibre orientation angle

Table 17.3 Non-dimensional fundamental frequencies x ¼ xnL2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q=E11h2

p	 

of three layer

[h/−h/h] graphite–epoxy twisted plates

h (Deg.) Qatu and Leissa [3] Present FEM

0 0.9553 0.9431

15 0.8759 0.8629

30 0.6923 0.6812

L/b = 1, b/h = 20, twist angle (/) = 30°, E1 = 138.70 GPa, E2 = 8.96 GPa, G12 = 7.1 Gpa,
m12 = 0.3
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Fig. 17.2 Variation of fundamental frequency with fibre angle of different twisted stiffened plates
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decreases the fundamental frequency irrespective of twist angle. When the fibres of
stiffener and plate are orthogonal to the clamped edge (h = 0°), fundamental fre-
quency is obtained maximum and minimum at h = 90° irrespective of twist angles.
Increase in the value of pretwist angle is found to reduce the value of fundamental
frequency because of decrease in structural stiffness, and the results corroborate
with the results of Qatu and Leissa [3]. The maximum percentage of reduction in
fundamental frequency with increase in twist angle is observed at fibre orientation
of 30° while minimum at h = 90° for x-directional stiffened plate. In case of
y-directional stiffened plate, insignificant variation of fundamental frequency is
observed corresponding to 15° twist angle. At 30° pretwist angle of y-directional
stiffened plate, maximum reduction in fundamental frequency is depicted at h = 0°.
Comparing x- and y-directional stiffened plates, it may be observed that maximum
value of fundamental frequency is obtained with x-directional stiffener. Hence,
x-directional stiffener is found to be more efficient in rendering maximum stiffness
to the plates, thereby increasing the fundamental frequency. This observation is
limited to cantilever boundary condition.

The variation of fundamental frequency with increase in number of x-directional
stiffener of stationary composite [30°/−30°/30°/−30°]s twisted stiffened plate cor-
responding to twist angle 0°, 15°, 30° is furnished in Fig. 17.3, because from the
previous observation it is clear that x-stiffener is more efficient in terms of
increasing fundamental frequency. It reveals that increase in number of stiffeners
increases the value of fundamental frequency, as normally expected. However, the
rate of increase in fundamental frequency, especially at early stage, gradually
decreases with increase in number of stiffeners for all the cases. Excellent perfor-
mance in terms of improving fundamental frequency is achieved by appending
maximum three numbers of stiffeners; thereafter, the increase in fundamental fre-
quency is found marginal as the curves gradually become horizontal.
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The variation of first fundamental frequency with stiffener depth-to-plate
thickness ratio (dst/h) of both untwisted and twisted laminated composite
[30°/−30°/30°/−30°]s stiffened plate is illustrated in Fig. 17.4. A single x-direc-
tional composite stiffener placed symmetrically is considered for this particular
case. It is evident that increase in (dst/h) increases the fundamental frequency,
because it increases the eccentricity of the stiffener, which in turn increases the
second moment of area. The rate of increase of fundamental frequency is found
slow at early stage while its growth is found rapid after dst/h = 2 in both the cases.
This observation will be helpful for the investigators to select the depth of the
stiffener.

Figure 17.5 shows the variation of fundamental frequency of the composite
[30°/−30°/30°/−30°]s stiffened plate with non-dimensional rotational speeds
(X = 0.00, 0.50 and 1.00). Three cases are considered corresponding to twist angles
0°, 15° and 30°, respectively. The present investigation is performed for two dif-
ferent stiffened panels: one is embedded with a single x-stiffener and other with a
single y-stiffener. The fundamental frequency is found minimum at twist angle 30°
while found maximum in untwisted stiffened plate as normally expected for both
the panels. It is evident that increasing the rotational speed raises the value of
fundamental frequency because of centrifugal stiffening. The percentage increase in
fundamental frequency due to rotational speed is found maximum in the twisted
plate (/ = 30°) than untwisted plate. This observation is found in x-directional
stiffened plate, while in y-directional stiffened plate, no such observation is noticed.
Hence, the rotating effect is more pronounced for the twisted plate than the
untwisted plate, when attached with x-directional stiffener.

0 1 2 3 4 5
40

60

80

100

120

140

160

180

200

220

Fi
rs

t f
un

da
m

en
ta

l f
re

qu
en

cy
 (ω

)

Stiffener depth to plate thickness ratio (dst/h)

φ =00

φ =300

nx=1
Fig. 17.4 Variation of first
fundamental frequency of the
stiffened plate with respect to
stiffener depth-to-plate
thickness ratio

17 Free Vibration of Rotating Twisted Composite Stiffened Plate 369



www.manaraa.com

The mode shapes of the composite stiffened plate for various twist angle and
rotational speeds are furnished. First the effect of different twist angles of stiffened
plate on its mode shapes is presented in Table 17.4. The continuous and dashed
lines denote the upward and downward displacements, respectively. It reveals that
the symmetry of mode shapes disappears with increase in twist angles.

The effects of different rotational speeds on the mode shapes of a twisted stiff-
ened plate are shown in Table 17.5. The first five mode shapes of the composite
stiffened plate are shown corresponding to non-dimensional rotational speeds 0.0,
0.5 and 1.0, respectively. The first five modes of the non-rotating stiffened plate are,
in order, first spanwise bending (1B), first torsional mode (1T), second torsional
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Fig. 17.5 Variation of fundamental frequency with rotational speed of composite [30/−30/30/−30]s
stiffened plates with different angles of pretwist

Table 17.4 Mode shapes of the cantilevered composite [30°/−30°/30°/−30°]s stiffened plate
corresponding to different twist angles

Twist 
angle

Mode-1 Mode-2 Mode-3 Mode-4 Mode-5

0°

15°

30°
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mode (2T), first chordwise bending mode (1C) and third torsional mode (3T),
respectively. The symmetry of mode shapes is not observed due to twist angle and
rotational speed. It is observed that the mode-1 is not at all influenced by the
rotational speed, while the influence of rotational speed can be seen after mode-2.

17.4 Conclusions

In this investigation, the finite element formulation of the rotating twisted stiffened
plate is presented and the accuracy and effectiveness of the formulation are well
verified with the results available in the open literature. The major conclusions
drawn from the parametric studies are listed below:

1. The fibre orientation of the laminated stiffened plate has large control over the
fundamental frequency, wherein maximum and minimum values of fundamental
frequency are obtained corresponding to 0° and 90°, respectively.

2. The x-directional stiffener is found to be more efficient in increasing the fun-
damental frequency of the twisted stiffened plate.

3. The fundamental frequency is noticed to reduce with increase in twist angle of
the composite stiffened plate.

4. Increase in stiffener depth-to-plate thickness ratio has also a striking effect on the
fundamental frequency.

Table 17.5 Mode shapes of the cantilevered composite [30°/−30°/30°/−30°]s twisted (30°)
stiffened plate corresponding to different rotational speeds

Rot.
speed

Mode-1 Mode-2 Mode-3 Mode-4 Mode-5

0.0

0.5

1.0
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5. The effect of speed of rotation on the fundamental frequencies is observed to be
more prominent in twisted stiffened plates. Increase in the rotational speed of the
stiffened plate increases the fundamental frequency due to centrifugal stiffening
irrespective of twist angle.
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Chapter 18
Growth of Yield Front of Functionally
Graded Non-uniform Bars Under
Thermal Load

Priyambada Nayak and Kashi Nath Saha

18.1 Introduction

In the mid-1980s, the Japanese researchers [1] first introduced the idea of func-
tionally graded material, i.e. FGM, as high-temperature-resistant materials for
various applications of engineering such as chemical plants and fusion reactors,
space vehicles, components of aircraft and different branches of electrical, civil and
mechanical engineering. The physical and mechanical properties continuously vary
in the desired direction with suitable metallic and ceramic volume fraction mixture
in FGM. Despite excellent characteristics of ceramics to withstand severe envi-
ronmental effect, such as wear, corrosion and high temperature in combination with
the toughness of metals, the structures using FGM can withstand severe mechanical
and thermal loading conditions.

Many theoretical research works on FGMs for engineering structures have been
significantly expanded over the most recent couple of decades. The post-elastic
investigation of functionally graded non-uniform bars under thermo-mechanical
loading is important for optimum design of mechanical, civil and aerospace
structures. The theoretical treatment of elastic behaviour of bar with uniform
geometry under uniform temperature field is discussed in the textbook of
Timoshenko [2]. The elasto-plastic conduct of different geometries of solid slender
bars under various loading types is a fascinating field of research in structural
mechanics field to provide the requirement of designers [3]. Niknam et al. [4]
studied the nonlinear bending of tapered FG beams by the implementation of
analytical and numerical approaches subjected to thermo-mechanical loading.
Wattanasakulpong et al. [5] investigated the thermal buckling load of FGM beam
under uniform thermal load by applying an improved third-order shear deformation
theory. Paul and Das [6] presented nonlinear analysis of FGM Timoshenko beam
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for post-buckling load along the beam thickness at steady-state condition under
non-uniform temperature distribution.

In a recent article, the thermo-mechanical analysis of non-uniform bars for the
evaluation of axial strain and stress is carried out by Nayak and Saha [7] by utilizing
a variational principle. In a subsequent article, Nayak and Saha [8] investigated the
yield front propagation by using an iterative variational method for non-uniform
bars subjected to thermo-mechanical load in elasto-plastic regime. The
thermo-elastic fracture of functionally graded materials is simulated by Garg and
Pant [9] with the implementation of element-free Galerkin method (EFGM). They
solved the heat transfer problem to obtain the temperature field distribution. Cho
and Oden [10] used finite element method for the investigation of thermal stress for
FGMs. Tayyar [11] presented post-elastic analysis of cantilever beams under uni-
form moment distribution based on kinematic displacement theory (KDT) for the
solution of finite strain. In KDT, deflection is generated without assuming geometry
and using differential equations of the deflection curve.

Horgan and Chan [12, 13] examined the impacts of material inhomogeneity on
the torsion response of linearly elastic isotropic and anisotropic bars. Katsikadelis
and Tsiatas [14] formulated the torsion issue in terms of the warping function and
also developed a boundary solution to solve the resulting partial differential
equation with variable coefficients under Neumann-type boundary condition for
non-homogeneous anisotropic bars. Ecsedi [15] presented some analytical solutions
to Saint-Venant torsion of solid and hollow cross-sectional non-homogeneous
anisotropic bars. Kolodziej and Gorzelanczyk [16] studied the elasto-plastic
material behaviour of the torsion of prismatic bars on the basis of the presumption
of deformation theory of plasticity and Saint-Venant displacement. Dwivedi et al.
[17] employed finite difference method with nonlinear work hardening for the
spring-back investigation of thin rectangular bars. Tsiatas and Babouskos [18]
solved the post-elastic torsional problem for arbitrary cross-sectional FG bars by
employing a new integral solution technique and deformation theory of plasticity.
Sapountzakis and Tsipiras [19] presented the boundary element method (BEM) for
the elasto-plastic issue of arbitrary cross-sectional composite cylindrical bars under
uniform torsional loading, considering the impact of geometric nonlinearity. Huang
et al. [20] presented a semi-analytic solution technique to examine the post-elastic
buckling behaviour of FG cylindrical shells subjected to torsional loading by
assuming multilinear hardening model for materials.

The literature survey reveals that most of the studies are on elastic and
thermo-elastic analysis of functionally graded bars and analysis has been done by
different analytical and numerical techniques. However, very little work has been
carried out on thermo-elasto-plastic investigation of functionally graded bars. Hence
in the present analysis, a numerical technique based on variational principle
employing Hencky’s deformation theory of plasticity and von Mises yield criterion
is used to address the thermo-elasto-plastic behaviour of functionally graded
non-uniform bars. The material of the functionally graded bar is modelled by
continuous distribution of metal–ceramic composite using power law variation for
ceramic and metallic constituents along the length. For the prediction of the
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governing equation’s unknown displacement field, an iterative technique has been
employed to obtain the solution algorithm which ultimately yields the resulting
stress field. The comparison study is carried out for the proposed mathematical
model with that of ABAQUS FEM software, revealing coherent correlation. The
numerical results for the elasto-plastic field subjected to thermal loading are pre-
sented graphically showing the effect of material parameters on clamped–clamped
functionally graded non-uniform bars having various geometries subjected to uni-
form and non-uniform thermal loads.

18.2 Mathematical Formulation

Thermo-elasto-plastic investigation is carried out for solid circular cross-sectional
functionally graded taper bars as represented in Fig. 18.1 where the dotted and solid
lines demonstrate the parabolic and linear diameter variations. For parabolic
geometry bar at location x, the diameter variation is expressed by the relation
d ¼ d1 þ d0 � d1ð Þ ffiffiffiffiffiffiffiffiffiffiffi

1� n
p� �

; where d0 ¼ larger diameter, d1 ¼ smaller diameter,
and the normalized axial coordinate is n ¼ x=Lð Þ where L is the bar length. The
diameter for linear taper geometry is expressed by d ¼ d0 � n d0 � d1ð Þ :
Furthermore, as detailed in Fig. 18.1, the aspect ratio, AR, and slenderness ratio, SR;
are also used to define the bar geometry.

18.2.1 Material Parameters for FGM

A functionally graded bar comprised of a metallic phase and ceramic phase is
considered in this investigation. A continuous distribution of ceramic and metallic

Fig. 18.1 Schematic diagram
of geometry of taper bar
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volume fractions along the axial direction is assumed for modelling of FGM. The
ceramic volume fraction Vcð Þ and metallic volume fraction Vmð Þ constituent along
the axial direction follow the power law distribution [21],

Vc xð Þ ¼ Vc0
x
L

� �n
ð18:1aÞ

and

Vc þVm ¼ 1 ð18:1bÞ

where the constituent volume fraction is denoted by Vwith subscriptsm and c, which
correspond to the metallic and ceramic constituents. The volume fraction of the
ceramic in the bar’s right fixed end is Vc0, and n is the volume fraction exponent.
The FG bar becomes a pure metallic bar when Vc0 ¼ 0, and the ceramic phase of the
bar with uniform distribution is denoted by n ¼ 0: For Vc0 ¼ 1; the left and right
ends of the bar comprise of purely metallic and purely ceramic parts, respectively.

For the post-elastic investigation of FGM bars, it is assumed that the metal
matrix has bilinear elasto-plastic behaviour model with elastic modulus Em; tangent
modulus Etm and yield stress rym; whereas the ceramic is assumed to be linear
elastic with elastic modulus, Ec, as shown in Fig. 18.2. In the present investigation,
for estimating the FGM effective properties for the modelling of elasto-plastic
FGMs, TTO homogenization scheme is adopted as defined by Tamura et al. [22].
The model was extended by Bocciarelli [23] for ceramic–metal compound to depict
the elasto-plastic behaviour of FGMs.

Fig. 18.2 Schematic bilinear
stress–strain curve for the
FGM
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The assumption of the TTO model is that with the yielding of metallic con-
stituents the yielding of composite takes place [24]. Thus, the elasto-plastic beha-
viour of FGM is obtained by the introduction of the ratio of stress to strain transfer
q ¼ ~qEcð Þ where the stress transfer parameter is ~q and ~q� 0: It should be noted that
once the elastic limit of metallic constituents is achieved, the plastic flow of FGMs
occurs which is represented by ~q ¼ 0: The value of q relies on various factors such
as composition, material microstructure, loading condition. However, a constant
q value is assumed because of the absence of experimental data beyond the elastic
range. The elasto-plastic material properties of FGM bar along the axial location
can be defined by Nakamura et al. [25] as

E xð Þ ¼ VmEm
qþEc

qþEm

� �
þVcEc

	 
�
Vm

qþEc

qþEm

� �
þVc

	 

ð18:2aÞ

ry xð Þ ¼ rym Vm þ qþEm

qþEc

� �
Ec

Em
Vc

	 

ð18:2bÞ

Et xð Þ ¼ VmEtm
qþEc

qþEtm

� �
þVcEc

	 
�
Vm

qþEc

qþEtm

� �
þVc

	 

ð18:2cÞ

where E xð Þ is the elastic modulus, ry xð Þ is the overall yield stress, and Et xð Þ is the
tangent modulus of the FGM bar as shown in Fig. 18.2.

The coefficient of linear thermal expansion a xð Þ of FGM bar can be found out by
using the modified rule of mixtures [26] as provided below.

a xð Þ ¼ amVm þ acVc ð18:2dÞ

However, for both the phases (metal and ceramic) a constant value is assumed for
Poisson’s ratio in this analysis as there is a little change between ceramic and metallic
values; hence, an average value is considered throughout the FGM. However, in
elastic and elasto-plastic regions, Poisson’s ratios are denoted by m and mp:

18.2.2 Solution to the Problem

In the present paper, the investigation of clamped–clamped FGM taper bars under
thermal load is performed. For the present investigation, two types of material
models are considered: bilinear and multilinear. The FGM bar is considered to be
locally isotropic, and the governing equation is obtained by using Hencky’s total
deformation theory of plasticity and von Mises criterion by an energy-based vari-
ational technique. As the yield limit and stress–strain relations are temperature
dependent, the plastic behaviour investigation turns out to be more complicated due
to the consideration of temperature field. The creep effect is neglected in the present
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analysis because the assumption of temperature rise is not permanent. In view of the
presumptions of the present investigation in the total regime of deformation, tem-
perature field T induces the relative volumetric change, which is elastic and is
expressed by e ¼ 3krþ 3aT where k ¼ 1� 2mð Þ=Eð Þ is the volumetric compression
coefficient, r is the mean stress, and a is the thermal expansion coefficient.

As indicated by Hencky’s deformation theory, the components of deviatoric
strain are made up of elastic and plastic strain components, eij ¼ eeij þ epij: The
components of the elastic deviatoric strain are related to stress components by
Hooke’s law eeij ¼ sij=2G; where G is the modulus of rigidity, while the plastic
strain components of strain are related to the deviatoric stress in the form [27]
epij ¼ wsij; where w is a scalar function of deviatoric stress. With the aid of these
equations, the expression for total strain can be written by:

eij ¼ e
3
dij þ eij ¼ krdij þ aTdij þwsij ð18:3Þ

In Hencky’s total deformation theory of plasticity, the minimum potential energy
principle d Pð Þ ¼ 0 is applied and the displacement field under thermal load T is
obtained. U and V are strain energy and potential energy of the energy principle,
P ¼ UþV ; respectively. The total strain energy of the bar under elastic conditions
is obtained with the aid of the potential of work of deformation [28] and expressed
as

P ¼
ZL
0

K 1� 2mð Þ2
2

þ 2G 1þ mð Þ2
3

 !
u0ð Þ2�3K 1� 2mð ÞaTu0

" #
A xð Þ dx ð18:4Þ

Here, A is the cross-sectional area and ð Þ0 indicate first derivative w.r.t coor-
dinate variable. P is the total potential energy which gets composed into two parts:
first part is same as that of the strain energy U stored in the bar, and the second part
is potential energy due to thermal load. So, the strain energy U is expressed by

U ¼
ZL
0

K 1� 2mð Þ2
2

þ 2G 1þ mð Þ2
3

 !
u0ð Þ2

( )
A xð Þ dx ð18:5Þ

where the axial strain ex ¼ u0: Due to thermal loading, the potential energy V
expression is given by

V ¼ �
ZL
0

3K 1� 2mð ÞaTu0f gA xð Þ dx ð18:6Þ
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In the present investigation, the consideration for shear deformation is excluded
due to the axisymmetric nature of the bar problem.

For the taper bar’s smaller fixed end x ¼ Lð Þ, the occurrence of yield initiation
takes place at a certain temperature and this specific temperature is named as elastic
limit temperature Ty: The yield front slowly moves towards the larger fixed end
x ¼ 0ð Þ with further increment in temperature, and the coalescence of elasto-plastic
region takes place there at a particular temperature, named as plastic collapse
temperature Tc: The separation of the bar domain into two regions takes place
beyond the state of yield limit, a higher diameter elastic region (0 to Le) and a
plastic region (Le to L) with relatively smaller diameter. Consequently, the total
strain energy comprises of an elastic Ueð Þ and a plastic Up

� �
part in the post-elastic

region.
The strain energy in the elastic region is expressed by

Ue ¼
ZLe
0

K 1� 2mð Þ2
2

þ 2G 1þ mð Þ2
3

 !
A xð Þ u0ð Þ2dx ð18:7Þ

and for the post-elastic region, the strain energy is expressed as

Up ¼
ZL
Le

K 1� 2mð Þ2
2

þ 2g Cð Þ 1þ mp
� �2
3

 !
A xð Þ u0ð Þ2dx ð18:8Þ

where the modulus of plasticity is g Cð Þ.
The governing equation is obtained from the energy principle d UþVð Þ ¼ 0; on

substitution of Eqs. (18.5) to (18.8),

d

ZLe
0

K 1� 2mð Þ2
2

þ 2G 1þ mð Þ2
3

 !
A xð Þ u0ð Þ2dx

þ
ZL
Le

K 1� 2mð Þ2
2

þ 2g Cð Þ 1þ mp
� �2
3

 !
A xð Þ u0ð Þ2dx

�
ZL
0

3K 1� 2mð ÞaTu0f gA xð Þdx

2
666666666666664

3
777777777777775

¼ 0 ð18:9Þ

Equation (18.9) is normalized by using length parameters ne ¼ x=Le in elastic
and np ¼ x� Leð Þ�Lp; in post-elastic regions, where the elastic and post-elastic
domain lengths are Le and Lp. A linear combination of sets of orthogonal coordinate
functions u nð Þ ¼P ci/i; i ¼ 1; 2; . . .; nf ; is used in Eq. (18.9) for the approxi-
mation of the displacement function u nð Þ, where Gram–Schmidt scheme is used for
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the development of the set of orthogonal functions /i; ci is the unknown coeffi-
cients, and nf is number of functions. The start function /0 is necessary to satisfy
the geometric boundary conditions of the bar, u ¼ 0 at n ¼ 0 and u ¼ 0 at n ¼ 1
which is given by /0 ¼ n 1� nð Þ: For elastic and post-elastic domains, the
expressions used for the displacement functions are u neð Þ ffiP ci/

e
i and

u npð Þ ffiP ci/
p
i , respectively. On substitution of these assumed displacement

functions in the governing differential equation as per Galerkin error minimization
principle and replacing d by @=@cj; j ¼ 1; 2; . . .; n;, we get

Xn
i¼1

Xn
j¼1

ci
K 1� 2mð Þ2

2
þ 2G 1þ mð Þ2

3

 !
2
Le

� �Z1
0

A neð Þ/e0
i /

e0
j

� �2
4 dne

þ K 1� 2mð Þ2
2

þ 2g Cð Þ 1þ mp
� �2
3

 !
2
Lp

� �Z1
0

A npð Þ/p0
i /

p0
j

� �
dnp

3
5 ¼ 3K 1� 2mð ÞaT

Xn
j¼1

Z1
0

A nð Þ/0
j

� �
dn

ð18:10Þ

Equation (18.10) is in matrix form, and a single-step matrix inversion process is
used to obtain the solution of vector cif g which needs to be examined for con-
vergence of yield front location. The strain and stress fields for any specified
temperature T value can be determined from the axial displacement field uð Þ. For an
expansion of elastic solution, the issue is solved in which at the zeroth approxi-
mation, g Cð Þ is set equivalent to G. The iterative scheme is followed as reported in
[27, 28] for updating the value of g Cð Þ until the attainment of final convergence on
yield front in subsequent approximations.

18.3 Results and Discussions

The present analysis is carried out for functionally graded non-uniform bars sub-
jected to thermal loading. The material properties of the bar are represented in
Table 18.1 that is used in the analyses taken from Farimani and Toussi [21]. The
length of the bar L is taken as 1.2 m. In elastic region, Poisson’s ratio m value is
taken as 0.3 and in post-elastic state mp is taken as 0.5 for the FGM bar.

The results are presented by considering three different volume fraction values
for the ceramic content in the right fixed end, Vc0; as 0.5, 0.8 and 1. The volume
fraction exponent, n, is taken as 0.5 and 2. For distinct n and Vc0 values, a plot for

Table 18.1 Material properties

E ðGPaÞ ry (MPa) a 10�6=�C
� �

Et (GPa) q (GPa)

Metal 208 260 11.5 80 17.2

Ceramic 324 – 7.7 –
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Eq. (18.1a) is displayed in Fig. 18.3 for six materials, FGM AI, FGM BI, FGM AII,
FGM BII, FGM AIII and FGM BIII.

It is clear from Eqs. 18.2a–18.2c that the material properties of the bar are
functions of axial location as the values of Vc and Vm are functions of axial location.
The values of modulus of elasticity, tangent modulus and yield stress of the bar are
given in detail in Table 18.2 at different normalized co-ordinates. The graphical
representation of the variation of the material properties with axial co-ordinate is
shown in Fig. 18.4 for six FGM materials.

18.3.1 Temperature Effect on FGM Bar

Three distinct types of temperature distributions are considered for the present
investigation such as uniform T nð Þ ¼ T1; linearly decreasing T nð Þ ¼ T1 �
T1 � T0f gnð Þ and parabolically decreasing T nð Þ ¼ T1 � T1 � T0f gn2� �

where T0
and T1 are ambient and maximum temperatures. In Fig. 18.5, the nature of tem-
perature field distributions is shown in a sample plot by taking T0 ¼ 20 �C and
T1 ¼ 100 �C:

The present analysis is carried out on the consideration of temperature effect on
yield stress and elasticity modulus of the metallic part of the bar as obtained from
Martinez [29], whereas the elasticity modulus value at ambient temperature is
considered for the ceramic part although. The plot for normalized yield stress and
elasticity modulus with temperature is presented graphically by best fit curve from
the experimental data points taken from Martinez [29] in Fig. 18.6, where ryo ¼
260 MPa and Eo ¼ 208 GPa are the ambient temperature values.

Fig. 18.3 Plots for ceramic volume fraction Vc for six materials, FGM AI, FGM BI, FGM AII,
FGM BII, FGM AIII and FGM BIII
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18.3.2 Validation Study

In Fig. 18.7, the comparison of the stress fields acquired from the present technique
is carried out with the results of ABAQUS FEM software for clamped–clamped
linear taper bar of AR ¼ 0:1; SR ¼ 20 and L ¼ 1:2 m revealing coherent correlation
within the limits of the software. With 2400 elements in ABAQUS, an eight-node
thermal coupled linear brick element is considered for the modelling of bar under
uniform thermal loading.

Table 18.2 Material properties of the bar at different normalized co-ordinates for FGM AI

Normalized
length (n)

Elasticity modulus,
E (GPa)

Tangent modulus, Et

(GPa)
Yield stress, ry
(MPa)

0.00 208.00 80.00 260.00

0.01 208.01 80.01 260.00

0.03 208.07 80.06 260.00

0.06 208.24 80.20 260.01

0.09 208.61 80.51 260.02

0.13 209.27 81.07 260.03

0.18 210.35 81.99 260.06

0.23 211.95 83.37 260.10

0.28 214.19 85.35 260.16

0.34 217.18 88.06 260.23

0.40 221.03 91.69 260.32

0.47 225.81 96.42 260.43

0.53 231.60 102.50 260.56

0.60 238.43 110.22 260.70

0.66 246.29 119.97 260.86

0.72 255.12 132.17 261.02

0.77 264.77 147.34 261.19

0.82 275.03 165.99 261.35

0.87 285.53 188.55 261.50

0.91 295.82 215.03 261.64

0.94 305.33 244.61 261.77

0.97 313.45 274.96 261.87

0.99 319.56 301.79 261.94

1.00 324.00 320.00 262.00
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18.3.3 Present Results

For clamped FGM taper bar, the study on Ty and Tc is carried out by considering the
effect of temperature field distributions, slenderness ratio, aspect ratio, the volume
fraction of ceramic in the right end Vc0ð Þ and the volume fraction exponent (n) and
presented in subsequent sections. Results are exhibited for both the material beha-
viours: bilinear and multilinear. However, both the bar geometries, parabolic and
linear tapers, are taken into consideration for bilinear material behaviour, whereas
the results for linear taper geometry are exhibited for multilinear material behaviour.

18.3.3.1 Elasto-plastic Behaviour of FGM Taper Bar

For clamped–clamped FGM bar, the axial distribution of stress fields is reported in
Fig. 18.8a–c through waterfall plots at different temperatures for the analysis of the
propagation of yield front under thermal loading. The ceramic volume fraction at
the right fixed end, Vc0 ¼ 1, and volume fraction exponent, n = 2, are considered
for this analysis.

Fig. 18.4 Variation in material properties of the disc: a elasticity modulus, b tangent modulus and
c yield stress
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The plots are presented for a specific geometry of bar, L ¼ 1:2; SR ¼ 20 and
AR ¼ 0:1: These plots are presented for initial elastic limit to final collapse limit
temperature range for three types of temperature variations. It is remarked that the
increase in compressive stress takes place for the temperature increment for three
instances of temperature variations, yielding occurs at the bar’s smallest fixed end
x ¼ Lð Þ, and when the temperature reaches Tc; entire bar becomes elasto-plastic.

Fig. 18.5 Plot for
temperature variations

Fig. 18.6 Normalized yield
stress and elasticity modulus
variation with temperature of
mild steel, after Martinez [29]
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Fig. 18.7 Comparison plot for stress field for clamped–clamped taper bar

Fig. 18.8 Waterfall plot of stress fields at different temperatures for FGM taper bar of AR ¼ 0:1
and SR ¼ 20; under a uniform, b linearly decreasing and c parabolically decreasing temperatures
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For uniform temperature field, there is an increase in compressive stress in com-
parison with linear and parabolic temperature variations.

For FGM taper bar, the location of yield front at various temperature levels is
captured from Fig. 18.8 with stress field waterfall plots, and the temperature with
location is given in Fig. 18.9a–c. These figures demonstrate the advance of loca-
tions of yield front on increment in temperatures for three kinds of temperature field
variations.

18.3.3.2 Effect of Material Parameters Vc0 and n

To comprehend the significance of the material parameters on FGM taper bar, a
parametric study by changing the values of Vc0 for a specific volume fraction

Fig. 18.9 Plot of propagation of yield front location with increase in temperature for FGM taper
bar of AR ¼ 0:1 and SR ¼ 20; under a uniform, b linearly decreasing and c parabolically
decreasing temperatures
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exponent, n, is performed. Similarly, for a specific ceramic content at the right end,
Vc0; the results are obtained by changing the values of n.

Effect of the Ceramic Content at the Right Fixed End, Vc0

The plot for location of yield front with temperatures is presented in Fig. 18.10a–c
for FGM taper bar under different types of temperature distributions. The effect of
Vc0 values is observed for the plots containing three different values for Vc0 (equals
to 0.5, 0.8 and 1) and n = 2. It is obvious that Ty and Tc increase with increment in
Vc0 for various temperature field variations. It is apparent from the present inves-
tigation that the limit temperatures get improved with the increase in content of
ceramic in a ceramic–metal FGM bar.

Fig. 18.10 Plot of propagation of yield front location with increase in temperature for different
Vc0 values for FGM taper bar under a uniform, b linearly decreasing and c parabolically decreasing
temperatures
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Effect of the Volume Fraction Exponent, n

The plots for yield front locations with temperatures for FGM taper bar under
various types of temperature variations are displayed in Fig. 18.11a–c. The impact
of change in n values is observed for plots considering two different values for n
(equals to 0.5 and 2) and Vc0 ¼ 1: It is found that Ty and Tc increase with decrease
in n for various temperature field variations. Here, it may be presumed for a
ceramic–metal FGM bar that for a smaller estimation of n, the ceramic percentage is
more which improves the plastic collapse thermal load.

Fig. 18.11 Plot of propagation of yield front location with increase in temperature for different
n values for FGM taper bar under a uniform, b linearly decreasing and c parabolically decreasing
temperatures
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18.3.3.3 Elasto-plastic Behaviour of FGM Parabolic Bar

For various temperature variations, the location of yield front captured at distinct
temperatures and the locations has been provided for FGM parabolic bar in
Fig. 18.12. These figures also furnish the results of Fig. 18.9 for FGM taper bar in
solid lines, and it is observed that Ty and Tc are lower for parabolic bar for all the
temperature distributions.

Fig. 18.12 Plot of propagation of yield front location with increase in temperature for FGM taper
and parabolic bar under a uniform, b linearly decreasing and c parabolically decreasing
temperatures
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18.3.3.4 FGM Taper Bar with Multilinear (Four Segment) Material
Behaviour

For FGM taper bar with multilinear material model, the results are exhibited under
various types of temperature variations. In this investigation, the values of Vco and
n are taken as 1 and 2, respectively. The waterfall plot of stress fields at different
temperatures is presented in Fig. 18.13a–c for multilinear material behaviour. The
comparison of these plots is made with the corresponding Fig. 18.8 waterfall plots
of bilinear material behaviour. The stress field’s nature is found to be identical, but
there is an increase in compressive stress considering multilinear model for all the
temperature field distributions.

For multilinear model, the location of yield front with temperatures is presented
in Fig. 18.14a–c which depicted their difference with the comparing figure for
bilinear material behaviour. These figures showed that Ty remains the same for both
the material behaviours, bilinear and multilinear. However, for multilinear beha-
viour, the increase in Tc is more for all instances of temperature field distributions.
It is also observed from both the material models that at low temperatures for

Fig. 18.13 Waterfall plot of stress fields at different temperatures for FGM taper bar of AR ¼ 0:1
and SR ¼ 20; for multilinear material model under a uniform, b linearly decreasing and
c parabolically decreasing temperatures
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uniform temperature distribution, the difference in the location of yield fronts is not
much prominent. However, for linear and parabolic temperature field variations,
there is a significant difference in the location of yield fronts.

18.4 Conclusion

The thermo-elasto-plastic stress fields and propagation of yield front for clamped
FGM non-uniform bar are formulated through a variational method by employing
Hencky’s deformation theory of plasticity and von Mises yield criterion in an
iterative manner and considering bilinear and multilinear material behaviours. The
outcomes acquired from the present method are compared with those from
ABAQUS FEM software for a clamped taper bar subjected to uniform thermal

Fig. 18.14 Plot of propagation of yield front location with increase in temperature for FGM taper
bar of AR ¼ 0:1 and SR ¼ 20; for both the material models under a uniform, b linearly decreasing
and c parabolically decreasing temperatures
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loading, revealing coherent correlation. Some new results are displayed for the
stress fields through waterfall plots and growth of plastic fronts for FGM taper and
parabolic bar geometries under various kinds of temperature variations, and it is
observed for all the cases that for parabolic temperature variation, the yield and
collapse temperature are higher. The effect of material parameters Vc0 and n is
considered for FGM taper bars, and it is observed that the limit temperatures get
improved with the increase in content of ceramic in a ceramic–metal FGM bar.
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Chapter 19
Nonlinear Static Analysis
and Superharmonic Influence
on Nonlinear Forced Vibration
of Timoshenko Beams

Brajesh Panigrahi and Goutam Pohit

Nomenclature

Aj Temporal coordinates
Bj Temporal coordinates
b Width of beam
Cj Temporal coordinates
E Young’s modulus
F Amplitude of loading
h Depth of beam
K1, K2, K3, K4 Stiffness parameters
k3, k4 Stiffness parameter (dimensionless)
L Length of beam
M1, M2, M3 Inertial parameters
m3 Inertial parameter (dimensionless)
N Number of polynomial terms
T* Kinetic energy
T** Kinetic energy (dimensionless)
U Longitudinal displacement
U* Potential energy
U** Potential energy (dimensionless)
u Axial displacement (dimensionless)
W Transverse displacement
w Transverse displacement (dimensionless)
xf Load application point
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Greek Symbols

m Poisson’s ratio (dimensionless)
n Normalized axial coordinate
nf Xf/L
q Mass density
Ф Polynomial functions
W Rotational displacement
w Normalized rotational displacement
X Frequency of excitation
x Normalized frequency

19.1 Introduction

Structures in practices, most of the time shows nonlinear characteristics. If these are
not considered for the design purpose, it may lead to faulty design and hampers the
operation in subsequent process. Therefore, engineers must consider these non-
linearities while setting design parameters of such structural systems. Nature of the
static as well as the dynamic response changes considerably due to presence of such
nonlinearity. In the analysis of structural components such as beams, two types of
nonlinearities are commonly encountered, namely geometric nonlinearity and
material nonlinearity. Material nonlinearity leads to a nonlinear stress–strain rela-
tion. Large amplitude motion causes a nonlinear strain–displacement relation,
which in turn leads to a nonlinear force–deflection relation in static response,
whereas in dynamics it leads to amplitude-dependent frequencies (generally
referred as nonlinear frequencies). This type of nonlinearity is called as geometric
nonlinearity. Therefore, large amplitude vibration of beam-like structure is studied
by various authors. Modeling as well as analysis of such system is studied by
various authors adopting various methods. Nonlinear static and dynamic analysis of
beam-like structures is a well-established area of research. Numbers of theoretical,
analytical, and experimental methods, regarding this field, have been proposed as of
now. Some of these methods are published in the textbooks [1, 2].

Apart from the textbooks, there are various literatures available on the nonlinear
analysis of beams. Nonlinear force–displacement analysis is investigated in various
literatures [3–6]. Newmark [7] proposed a computational method based on direct
time integration to analyze the dynamic response for structures of any degree of
complications. Eisley [8] analyzed the dynamics of different structures in
post-buckled region. Herrmann and Chu [9] studied the effect of large amplitudes
on vibration of plate with hinged ends. Yamaki [10] proposed a modal analysis by
reducing independent set of differential equation of motion with quadratic nonlin-
earity. Hsu [11] published a detailed study on the systems having Duffing’s-type
equation of motion, known to respond in the form of elliptic functions during its
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free vibration. The period of which can be expressed as elliptic integrals. Author
analyzed the response of such systems subjected to periodic elliptical forcing
functions. Evensen [12] used the perturbation method to analyze amplitude-
dependent frequencies of beams.

Tseng and Dugundji [13] analyzed dynamic behavior of beams considering
harmonic balance method. Authors also reported the experimental results obtained
from a shake test. In their later studies, Tseng and Dugundji [14] extended the
previous work for buckled beams. Bennett and Eisley [15] studied the steady-state
nonlinear transverse response for free and forced vibrating conditions with elastic
restrained ends. For the spatial form of solution, some linear mode shapes are
assumed and nonlinear ordinary differential equations are obtained, which are
solved in order to obtain time variables. Mei [16] analyzed nonlinear dynamic
response of initially excited beams following a finite-element matrix displacement
technique. Stupnicka [17–19] used the generalized Ritz approximation and by
balancing the different harmonics, primary as well as higher mode of vibration in
nonlinear multi-DOF systems and the parametric dynamic systems are studied. Rao
and Raju [20] proposed a method, which avoids inclusion of geometric stiffness
matrices in the formulation for nonlinear dynamics of initially excited beams. Lau
and Cheung [21] studied the steady-state response of different types of nonlinearity
by balancing the harmonics followed by the Newton–Raphson method. Later,
Lau et al. [22] used perturbation method in conjunction with above method for
nonperiodic motion.

Bennouna and white [23] studied the effect of large amplitude vibration on
fundamental mode shapes. Experimental mode shapes are used to obtain
higher-order differentiation with respect to space coordinates using polynomial
fittings of deflection curves. Furthermore, in subsequent studies, Bennouna and
White [24] investigated the influence of excitation and the induced harmonic dis-
tortion in fatigue life of the structure vibrating nonlinearly. Benamar et al. [25]
derived a theoretical modal based on spectral analysis to study dynamics of beam
undergoing large amplitude motion. Nonlinear sets of algebraic equations are
deduced and subsequently solved using suitable technique. In their later study,
Benamar et al. [26] studied the nonlinear behavior of clamped homogenous plates
under electrodynamic point excitation at the center. In their studies, it was evident
that clearly due to large amplitude motion the responses are quite different from the
linear approximations. Following the pervious works, Azrar et al. [27] used
Lagrange principle followed by balancing of the harmonics terms to derive non-
linear algebraic equation to analyze the nonlinear dynamic response of externally
excited beams with C–C and S–S boundary conditions. Authors have presented a
single-mode analysis. Methodology reveals the fact that considering a single mode,
the equations may be reduced to multi-dimensional Duffing’s equations. In a later
study, El Kadiri et al. [28] extended this methodology to analyze second nonlinear
vibrational mode for plates. However, in subsequent study, Azrar et al. [29] pro-
posed a multi-modal approach to analyze steady-state dynamic response for
externally periodically excited beams. The methodology proposed by Benamar
et al. [25] is extended for the analysis of coupled transverse–circumferential mode
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shapes of shells and composite plates by Harras et al. [30]. El Kadiri and Benamar
[31] modified the previous method based on the linearization of the nonlinear
algebraic equations, written on the modal basis, in the neighborhood of each res-
onance for beams. Qaisi [32] proposed an analytical method based on harmonic
balance method to analyze the periodic response of nonlinear free vibration of
beams. Ribeiro and Petyt [33] used harmonic balance method and hierarchical
finite-element method to investigate the geometrically nonlinear free and forced
dynamic response of thin beams. In the later studies, Ribeiro [34] clubbed the
shooting method with above methodology to analyze nonlinear dynamics of beam
and plate. Chen et al. [35] studied the nonlinear forced response of an axially
moving beam with internal resonance between the first two transverse modes.
Multi-dimensional Lindstedt–Poincare and Galerkin methods are used for analysis
purpose. Cheung and Chen [36] used the incremental harmonic balance methods to
analyze nonlinear dynamic responses of different structure systems. Ramezani et al.
[37] studied nonlinear vibration of C–C microbeams using thick beam theory. They
demonstrated that for slender beams, thin beam theory can be adopted instead of
thick beam theory.

Luongo et al. [38] studied the frequency–amplitude response and the stability
characteristics of thick beams using Timoshenko beam theory. Authors have
derived a unique nonlinear equation of motion consisting of only one differential
equation and solved them using perturbation technique. Lenci et al. [39] have
focused on clearly showing the transition of hardening to softening behavior and
vice versa for nonlinear dynamic response of initially excited Euler–Bernoulli and
Timoshenko beams. In another study, Clementi et al. [40] extended this discussion
on transition to softening or hardening behavior using an analytical and a numerical
finite-element technique as well. A relatively easier method for approximate solu-
tion of such nonlinear system is assumption of simple harmonic motion, which
reduces the equations of motion as nonlinear algebraic equations [41]. Kitipornchai
et al. [42] proposed an energy method-based technique followed by an iterative
scheme to analyze nonlinear dynamic behavior of initially excited functionally
graded thick beams with edge crack.

In this study, a methodology is proposed by balancing the harmonic terms
followed by an iterative technique. Present method is computationally easier than
incremental harmonic balance method. Unlike the incremental harmonic balance
method, in the present method governing differential equations are converted into
set of nonlinear algebraic equations directly using harmonic balance method.
Nonlinear stiffness matrices are simplified in order to eliminate the temporal terms
present within the matrices. These algebraic equations are solved using an iterative
technique based on the modified direct substitution (incremental amplitude tech-
nique). The methodology is quite simple and computationally efficient. Impact of
the higher-order harmonic terms in the solution of such nonlinear problems is
shown by considering different number of harmonic terms. Once the accuracy of the
method is established, static and dynamic analysis for various structural parameters
is obtained.
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19.2 Problem Formulation

Figure 19.1 represents a C–C beam of length ‘L’, depth ‘h’, and width ‘b’ under
harmonic excitation F cos ðXtÞ. X and F be frequency and amplitude of excitation,
respectively. Following Timoshenko beam theory and considering Von Kerman’s
nonlinear strain–displacement relation, expression for kinetic energy (T*) and
potential energy (U*) can be obtained as mentioned in Eqs. (19.1) and (19.2),
respectively.

U� ¼ 1
2
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In Eqs. (19.1) and (19.2), U, W, and W are longitudinal, transverse, and rota-
tional displacements, respectively. E, q, and t are Young’s modulus, mass density,
and Poisson’s ratio. Taking the stiffness and inertial parameters as given in
Eq. (19.3) and considering the dimensionless parameter as mentioned in Eq. (19.4)
and dividing energy expressions by K1h

3/L2, one may reduce the nondimensional
kinetic (T**) and potential (U**) energy expressions in the form of Eq. (19.5)
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Fig. 19.1 C–C beam under
harmonic excitation
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Similarly, dividing load potential by K1h
3/L2 potential due to external load (V*)

is derived and mentioned in Eq. (19.6).

V� ¼ F cos ðsÞwðn¼nf ÞL
2

K1bh2
¼ P cos ðsÞ ð19:6Þ

One may deduce the functional of the problem as

J ¼ T�� � U��
linear þU��

nonlinear þV�� 	 ð19:7Þ

Displacement field is written in separable form of temporal and spatial coordi-
nates as

u ¼
XN
j¼1

Aj sð ÞUuj; w ¼
XN
j¼1

Bj sð ÞUwj; w ¼
XN
j¼1

Cj sð ÞUw j ð19:8Þ

In Eq. (19.8), Ф is set of coordinate functions which must satisfy at least the
geometric boundary condition [11]. For clamped–clamped case, the trial function Ф
must be chosen in such a way that it should satisfy the essential boundary condition,
i.e., displacements at both the clamped boundaries must be zero. Therefore, trail
functions are taken as Uu;w;w ¼ n j 1� nð Þ. Aj, Bj, and Cj are time-dependent gen-
eralized coordinates. Substituting Eq. (19.8) into Eq. (19.7) and applying
Lagrange’s equation governing differential equation of motion can be derived as
given in Eq. (19.9).
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x2M€qþKqþ Knl1 wð ÞþKnl2 w2
� 	� �

q ¼ P cos s ð19:9Þ

In Eq. (19.9), dot denotes differentiation with respect to s. M and K are mass and
linear stiffness matrices. Knl1 and Knl2 are nonlinear stiffness matrices depending on

the displacement field, and q contains temporal coefficients as q ¼ Aj;Bj;Cj

 �T

. In
order to obtain steady-state solution, these time-dependent terms can be eliminated
from nonlinear stiffness matrices and Eq. (19.9) can be reduced to a Duffing’s
equation with quadratic and cubic nonlinearity. P is the load vector containing
amplitude of excitation. Governing differential equation of motion can be simplified
into a nonlinear set of algebraic equations using harmonic balance method [1].
Considering different numbers of harmonic terms q ¼ Pi¼nc

i¼0 qi cos ðisÞ and
expanding the higher powers of cos (s) in the form of higher-order harmonics, i.e.,
cos (s), cos (2s), cos (3s), then equating the coefficients of each order of har-
monics, nonlinear set of algebraic equations are derived. In the present work, order
of harmonic terms is considered up to three terms. In the first case, a simple
harmonic assumption is considered which reduces Eq. (19.9) into

�x2MqþKqþ Knl1 qð ÞþKnl1 q2
� 	� �

q ¼ P ð19:10Þ

Considering different numbers of harmonic terms, one may derive the governing
algebraic equations asmentioned in [1]. Final set of algebraic equations, which can be
derived after the balancing of harmonic terms, are mentioned in Table 19.1. It can be
noticed that as the number of harmonic terms is increasing, the number of unknown
vectors (qn, qm, qp) is also increasing. However, equating the coefficient of harmonic
terms’ relations between these vectors can be derived. According to classical har-
monic balancemethod used for a single degree of freedom systemDuffing’s equation,
it is known that the coefficients of harmonics other than the first harmonics are of the
order of square of coefficient of first harmonics (qn, qp = O (qm

2 )).
These nonlinear sets of equations are solved using an iterative technique based

on modified direct substitution (amplitude incremental method). Solution process
begins with the static solution of the nonlinear system. Maximum displacement
obtained from the static solution is treated as the response amplitude for zero
excitation. All the static analysis in the present paper is done by considering the
zero excitation frequency. Increment in the amplitude is given, and the

Table 19.1 Final set of algebraic equations derived for different number of harmonics considered

Number of harmonics considered Final equations to be solved

q ¼ qm cos ðsÞ �x2Mqm þKqm þ 3
4 Knl2ðq2mÞ
� �

qm ¼ P

q ¼ qn þ qm cos ðsÞ �x2
eMþK þ 2 Knl1ð Þqn½ � þ 3

4 Knl2ð Þq2m

 �� �

qm ¼ P

q ¼ qn þ qm cos ðsÞþ qp cos ð2sÞ � x2
eMþK þ 2 Knl1ð Þqn½ �

þ Knl1ð Þqp

 �þ 3

4
Knl2ð Þq2m


 �
8<
:

9=
;qm ¼ P
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displacement field is scaled up according to the incremented amplitude. These
equations are solved by taking an assumed amplitude parameter. Displacement
fields obtained from the static analysis are scaled up with the amplitude parameter,
and convergence is searched for the nonlinear frequency. Once the convergence in
nonlinear frequency is obtained, load step is solved and amplitude parameter is
incremented for new load step. Therefore, in the method instead of providing a
frequency sweep, amplitude is incremented and frequency is searched in subsequent
iteration.

19.3 Results and Discussion

Analysis is performed following the methodology presented in above segment.
Nonlinear dynamic response is shown as response plots. Ordinates are assigned as
maximum normalized amplitude of vibration (Wmax/h). Abscissas represent non-
linear frequency ratios (xexcitation/xlinear natural). It is to be noticed here that ordinates
are plotted for absolute values of maximum amplitudes in response curves and the
ordinates in the deformed shape plots are having the exact values with its original
sign. In the backward sweep, the excitation frequency is greater than fundamental
natural frequency. Therefore, it is obvious that response will be out of phase with
that of in the forward sweep. However, all the results presented here are plotted
with absolute values of maximum amplitude. Since the methodology captures the
steady-state response, it automatically assumes that the nonlinear response fre-
quency is equal to the frequency of excitation. For the static analysis, results are
furnished with load–displacement plane.

For insuring preciseness in the results obtained by present methodology, it is
mandatory to perform a validation study which sets the minimum required number
of terms in the trail functions without changing efficacy of obtained results. In the
present methodology, dynamic analysis starts with the assumption of initial static
analysis (zero excitation frequency). Therefore, validation study is only focused for
the dynamic problem. It can be noted that an accurate dynamic model will auto-
matically lead to an accurate static model. Subsequent to the validation study, static
and dynamic responses are captured for various conditions. In order to study the
effect of slenderness, load–displacement plots are obtained for different slenderness
(L/h ratios) and for different load application points (xf/L). Lastly, frequency–am-
plitude responses are obtained in order to show the influence of slenderness and
load application points on the nonlinear dynamic behavior of beams.

19.3.1 Validation Study

Before generating results, it becomes necessary to ensure what should be least
numbers of terms in the trail functions for small as well as large amplitude of free
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vibration (F = 0). In this respect, Table (19.2) shows the nonlinear frequencies for
different amplitudes of motion (lower as well as higher). Properties used for this
particular study are as below:

h ¼ 0:1 m; L ¼ 0:6 m; q1 ¼ 2780;E1 ¼ 70 GPa:

Data shown in Table (19.2) clarifies that eight numbers of terms in trail function
are sufficient enough to capture the accurate results for the couple of cases.
Therefore, eight numbers of terms in trail functions are considered for the analysis
purpose throughout this work. To ascertain validity of methodology, free vibration
results (F = 0) are compared with that of results obtained in [41]. For validation
purpose, a constant along with two harmonic terms are taken as q ¼ qn þ qm
cos sþ qp cos 2s. Table 19.3 shows very good agreement with referred values,
insuring the method to be valid. Figure 19.2 represents the frequency–amplitude
response of beam having L = 0.406 m, b = 0.02 m, h = 0.002 m, E = 71.72 GPa,
and q = 2800 kg/m3, amplitude of the load F = 0.134 N with different number of
harmonic terms considered. Results obtained by Ribeiro [34] are also plotted with
the results to show accuracy of results with increasing numbers of harmonic terms.

Table 19.2 Convergence
study of number for
polynomial terms for free
vibration of beam with
(L/h = 6, h = 0.1 m,
E1 = 70 GPa,
q1 = 2780 kg/m3)

Number of polynomial
terms

Nonlinear frequency in
dimensionless form

Wmax/h = 0.2 Wmax/h = 1

2 0.494447117 0.631092806

4 0.456829499 0.613334074

6 0.456808633 0.613083836

8 0.456800326 0.613073507

10 0.456800249 0.613072947

12 0.456800247 0.613072831

Table 19.3 Comparison of
nonlinear frequency ratio
with [41]

w/radius of gyration xnonlinear/xlinear

Present Reference [41]

0.2 1.0008975 1.0008946

0.4 1.0035984 1.0035740

0.6 1.0081252 1.0080236

0.8 1.0142312 1.0142203

1.0 1.0223512 1.0221322

1.5 1.0514213 1.0491411

2 1.0874562 1.0858255

2.5 1.1332410 1.1312446

3 1.1854123 1.1843938
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It is evident from Fig. 19.2 that only one harmonic term yields almost identical
results as obtained by assuming simple harmonic motion. With the increase in
number of these terms, accuracy of solution also improves and for one constant and
two harmonic terms the results are very close to the accurate results obtained by
Ribeiro [34]. In Fig. 19.3, similar results are shown with a relatively thicker beam
with other properties remain similar as mentioned before, except the thickness is
now L/20. SHM assumption and one constant with two harmonic terms are plotted
in Fig. 19.3. Significant variation is observed for both the cases.

19.3.2 Static Analysis

In Fig. 19.4, nonlinear static analysis is represented as load–deflection curve.
Influence of load application position on load–deflection curve is shown in
Fig. 19.4 for different slenderness (L/h = 200, 175, 150, 125, 100, 75, 50, and 25).
It can be observed that load application points are varied from 0.5 to 0.9 consid-
ering the symmetric nature of boundary condition (clamped-clamped) taken in
present work. For large deflections, nonlinearity in load–deflection response can be
clearly seen. However as the load application point shifts toward any of the fixed
ends, large amount of load is required for a large deflection as the concentrated
external loadings are most effective when applied at middle of the beam. Similarly
as the slenderness (L/h) reduces, response shows lower values of deflection.
Therefore, higher loads are required for less slender beams for larger displacements.

Fig. 19.2 Frequency–
amplitude response of beam
considering different number
of harmonic terms
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Once the influence of load application points and slenderness is studied, it is
required to study the level of loads required to produce some prescribed values of
deflection. Figure 19.5 shows the variation in the applied load required to produce a
same static deflection with its application points. These variations are shown for
different slenderness (L/h) as well. It can be observed that a very large amount of
load is required to produce same amount of deflection when load application point
is near to any of the fixed ends. Same is true for less slender beams as well.

19.3.3 Dynamic Analysis

Figure 19.6 represents nonlinear frequency–amplitude response subjected to dif-
ferent loading amplitudes. Backbone curve is generated considering the free
vibration characteristics. It can be observed that although static deflections are quite
different of various amplitudes of loading but as the excitation frequency increases
each of the response curves tends to bend toward right and follows the corre-
sponding backbone curves. Each response curve is comprised of two different
branches. Higher branch of response curves are generated during forward sweep,
whereas lower branch of response curves are generated during backward sweep. In
all the cases, a jump phenomenon can be clearly observed. In addition to that, a
hardening type of nonlinearity is also common in all cases. Figure 19.7 shows the
frequency–amplitude responses for different slenderness (L/h = 200, 175, 150, 125,
100, 75, and 50) for an amplitude of excitation F = 5 N. It can be stated clearly that
frequency–amplitude response become steeper after particular value of excitation

Fig. 19.3 Frequency–
amplitude response of thick
beam considering SHM
assumption and a constant
with two harmonic terms
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Fig. 19.4 Load–displacement response of beams with L = 0.402 and for different slenderness (L/
h = 200, 175, 150, 125, 100, 75, 50, and 25)
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frequency for lesser values of L/h. Response curves increase gradually with increase
in slenderness ratios (L/h). It is clear by observing Fig. 19.7 that higher branch of
response curves for L/h = 75 and 50 have a steep response curves, whereas other
response curves are comparatively gradual in nature. Less slender beams have a
lower level of static deflection for particular amplitude of loadings compared to
higher slenderness (L/h) beams. This is the reason for steep increment in response
curves of less slender (thick) beams. In Fig. 19.8, responses are plotted for various
load application points and for different values of slenderness (L/h = 15, 20, 25, and
30) with amplitude of excitation F = 16,000 N. Figure 19.9 shows the operational
deformed shapes of a clamped–clamped beam with h = L/20 and F = 16,000 N. It
can be noticed that operational deformed shapes are plotted with the original sign of
the amplitude value. Negative values indicate that the response is out of phase for
lower branch of frequency–amplitude response.

19.4 Conclusions

A relatively easier method is proposed using harmonic balance method and an
iterative algorithm for the solution of Timoshenko beam under large amplitude of
motion under forced vibration condition. In the present work, harmonic balance
method is extended for a multi-DOF system. Solution technique as mentioned in
Sect. 19.2 follows an amplitude incremental scheme, and even the multiple solution
zones in the frequency–amplitude response can be easily obtained using the direct
substitution iterative technique. Incremental harmonic balance method uses
Newton–Raphson method in order to solve nonlinear algebraic equations.
Furthermore, other methods for obtaining steady-state solution for such nonlinear
systems usually adopt a solution scheme such as Newton–Raphson, Broyden’s

Fig. 19.4 (continued)
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Fig. 19.5 Variation of amplitude of loading with load application points for same maximum static
deflections for different slenderness (L/h = 200, 175, 150, 125, 100, 75, 50, and 25)
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method, with the forward or a backward frequency sweep. The procedure becomes
time consuming as there are multiple response zones. On the other hand with the
present methodology solution becomes simpler as although in the multiple solution
zones, the aim is to search a unique response frequency. Therefore, present
methodology is simpler than the incremental harmonic balance method and other
conventional methods used to obtain steady-state response. Using the proposed

Fig. 19.6 Frequency–
amplitude response for
different amplitude of
excitations with h = L/20

Fig. 19.5 (continued)
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method effect of higher-order harmonics on the frequency–amplitude response is
studied successfully. It is found that although SHM assumption makes the problem
computationally easier but at higher amplitude of vibration, it may yield erroneous
results. Accurate results can be obtained by increasing the numbers of higher-order
harmonics terms. A constant and two harmonic terms yield fairly precised solu-
tions. Therefore in the present work, further increment in number of harmonic terms
is not considered. Methodology is successfully implemented for nonlinear vibration
analysis and nonlinear static response analysis for various geometric and loading
parameters.

Fig. 19.7 Frequency–
amplitude response for
different slenderness (L/h) of
with F = 5 N
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Fig. 19.8 Frequency–amplitude response for different slenderness (L/h = 15, 20, 25, and 30) of
with F = 16,000 N

19 Nonlinear Static Analysis and Superharmonic Influence … 413



www.manaraa.com

References

1. Nayfeh, A.H., Mook, D.T.: Nonlinear Oscillations. Wiley, New York (1979)
2. Meirovitch, L.: Methods of Analytical Dynamics. McGraw-Hill, New York (1970)
3. Noor, A.K., Peters, J.M.: Reduced basis technique for nonlinear analysis of structures.

AIAA J. 18, 455–462 (1980)
4. Desai, Y.M., Popplewell, N., Shah, A.H., Buragohain, D.N.: Geometric nonlinear static

analysis of cable supported structures. Comput. Struct. 29, 1001–1009 (1988)
5. Bathe, K.J., Bolourchi, S.: Large displacement analysis of three-dimensional beam structures.

Int. J. Numer. Meth. Eng. 14, 961–986 (1979)
6. Mata, P., Oller, S., Barbat, A.H.: Static analysis of beam structures under nonlinear geometric

and constitutive behavior. Comput. Meth. Appl. Mech. Eng. 196, 4458–4478 (2007)
7. Newmark, N.M.: A method of computation for structural dynamics. ASCE Eng. Mech. Div.

85, 67–94 (1959)
8. Eisley, J.G.: Nonlinear vibration of beams and rectangular plates. Zeitschrift für angewandte

Mathematik und Physik ZAMP 15, 167–175 (1964)
9. Chu, H., Herrmann, G.: Influence of large amplitudes on free flexural vibrations of rectangular

elastic plates. ASME J. Appl. Mech. 23, 532–540 (1956)
10. Yamaki, N.: Influence of large amplitudes on flexural vibrations of elastic plates. J. Appl.

Math. Mech. 41, 501–510 (1961)
11. Hsu, C.S.: On the application of elliptic functions in nonlinear forced oscillations. Q. Appl.

Math. 17, 393–407 (1960)
12. Evensen, D.A.: Nonlinear vibrations of beams with various boundary conditions. AIAA J. 6,

370–372 (1968)
13. Tseng, W.Y., Dugundji, J.: Nonlinear vibrations of a beam under harmonic excitation.

J. Appl. Mech. 37, 292–297 (1970)
14. Tseng, W.Y., Dugundji, J.: Nonlinear vibrations of a buckled beam under harmonic

excitation. J. Appl. Mech. 38, 467–476 (1971)

Fig. 19.9 Operational
deformed shapes for L/h = 20
with F = 16,000 N

414 B. Panigrahi and G. Pohit



www.manaraa.com

15. Bennett, J.A., Eisley, J.G.: A multiple degree-of-freedom approach to nonlinear beam
vibrations. AIAA J. 8, 734–739 (1970)

16. Mei, C.: Nonlinear vibration of beams by matrix displacement method. AIAA J. 10, 355–357
(1972)

17. Stupnicka, W.: A study of main and secondary resonances in nonlinear multi-degree-
of-freedom vibrating systems. Int. J. Nonlinear Mech. 10, 289–304 (1975)

18. Stupnicka, W.: The generalised harmonic balance method for determining the combination
resonance in the parametric dynamic systems. J. Sound Vib. 58, 347–361 (1978)

19. Stupnicka, W.: Nonlinear normal modes and the generalised Ritz method in the problems of
vibrations of nonlinear elastic continuous systems. Int. J. Nonlinear Mech. 18, 149–165
(1983)

20. Rao, G., Raju, K.: Finite element formulation for the large amplitude free vibrations of beams
and orthotropic plates. J. Comput. Struct. 6, 169–172 (1976)

21. Lau, S.L., Cheung, Y.K.: Amplitude incremental variational principle for nonlinear vibration
of elastic systems. J. Appl. Mech. 48, 59–964 (1981)

22. Lau, S.L., Cheung, Y.K., Wu, S.Y.: Incremental harmonic balance method with multiple time
scales for aperiodic vibration of nonlinear systems. J. Appl. Mech. 50, 871–876 (1983)

23. Bennouna, M.M.K., White, R.G.: The effects of large vibration amplitudes on the
fundamental mode shape of a clamped-clamped uniform beam. J. Sound Vib. 96, 309–331
(1984)

24. Bennouna, M.M.K., White, R.G.: The effects of large vibration amplitudes on the dynamic
strain response of a clamped-clamped beam with consideration of fatigue life. J. Sound Vib.
96, 281–308 (1984)

25. Benamar, R., Bennouna, M.M.K., White, R.G.: The effects of large vibration amplitudes on
the mode shapes and natural frequencies of thin elastic structures. Part I: simply supported and
clamped-clamped beams. J. Sound Vib. 149, 179–195 (1991)

26. Benamar, R., Bennouna, M.M.K., White, R.G.: The effects of large vibration amplitudes on
the mode shapes and natural frequencies of thin elastic structures, part III: fully clamped
rectangular isotropic plates-measurements of the mode shape amplitude dependence and the
spatial distribution of harmonic distortion. J. Sound Vib. 175, 377–424 (1994)

27. Azrar, L., Benamar, R., White, R.G.: Semi-analytical approach to the nonlinear dynamic
response problem of S–S and C–C beams at large vibration amplitudes, part I: general theory
and application to the single mode approach to free and forced vibration analysis. J. Sound
Vib. 224(2), 183–207 (1999)

28. El Kadiri, M., Benamar, R., White, R.G.: The non-linear free vibration of fully clamped
rectangular plates: second nonlinear mode for various plate aspect ratios. J. Sound Vib. 228,
333–358 (1999)

29. Azrar, L., Benamar, R., White, R.G.: A semi-analytical approach to the nonlinear dynamic
response problem of beams at large vibration amplitudes, part II: multimode approach to the
steady state forced periodic response. Journal Sound Vib. 255(1), 1–41 (2002)

30. Harras, B., Benamar, R., White, R.G.: Geometrically nonlinear free vibration of fully clamped
symmetrically laminated rectangular composite plates. J. Sound Vib. 251, 579–619 (2002)

31. El Kadiri, M., Benamar, R., White, R.G.: Improvement of the semi-analytical method for
determining the geometrically nonlinear response of thin straight structures Part I: application
to clamped-clamped and simply supported-clamped beams. J. Sound Vib. 249, 263–305
(2002)

32. Qaisi, M.I.: Application of the harmonic balance principle to the nonlinear free vibration of
beams. Appl. Acoust. 40, 141–151 (1993)

33. Ribeiro, P., Petyt, M.: Non-linear vibration of beams with internal resonance by the
hierarchical finite element method. J. Sound Vib. 224, 591–624 (1999)

34. Ribeiro, P.: Non-linear forced vibrations of thin/thick beams and plates by the finite element
and shooting methods. Comput. Struct. 82, 1413–1423 (2004)

35. Chen, S.H., Haung, J.L., Sze, K.Y.: Multidimensional Lindstedt–Poincare´ method for
nonlinear vibration of axially moving beams. J. Sound Vib. 306, 1–11 (2007)

19 Nonlinear Static Analysis and Superharmonic Influence … 415



www.manaraa.com

36. Cheung, Y.K., Chen, S.H.: Application of the incremental harmonic balance method to cubic
non-linearity systems. J. Sound Vib. 140, 273–286 (1990)

37. Ramezani, A., Alasty, A., Akbari, J.: Effects of rotary inertia and shear deformation on
nonlinear free vibration of micro beams. J. Vib. Acoust. 128, 611–615 (2006)

38. Luongo, A., Rega, G., Vestroni, F.: On nonlinear dynamics of planar shear indeformable
beams. J. Appl. Mech. 53, 619–624 (1986)

39. Lenci, S., Clementi, F., Rega, G.: A comprehensive analysis of hardening/softening behaviour
of shearable planar beams with whatever axial boundary constraint. Meccanica 51, 2589–
2606 (2016)

40. Clementi, F., Lenci, S., Rega, G.: Cross-checking asymptotics and numerics in the hardening/
softening behaviour of Timoshenko beams with axial end spring and variable slenderness.
Arch. Appl. Mech. 87, 865–880 (2017)

41. Gupta, R.K., Babu, G.J., Janardhan, G.R., Venkateswara Rao, G.: Relatively simple finite
element formulation for the large amplitude free vibrations of uniform beams. Finite Elem.
Anal. Des. 45, 624–631 (2009)

42. Kitipornchai, S., Ke, L.L., Yang, J., Xiang, Y.: Non-linear vibration of edge cracked
functionally graded Timoshenko beams. J. Sound Vib. 324, 962–982 (2009)

416 B. Panigrahi and G. Pohit



www.manaraa.com

Chapter 20
Identification of Crack of Cantilever
Beam Using Experimental Results
and a Hybrid Neuro-GA Optimization
Technique

Amit Banerjee and Goutam Pohit

20.1 Introduction

Structural element beams are largely applied in machinery production and steel
manufacture. The presence of crack in structures may cause hampered its accom-
plishment considerably. Therefore, the identification of crack depth and its location
in beam-like structures is a crucial manner of structural health checking and
securing their period security. Dynamic response-based damage identification
method attracts most attention due to its integrity for application and capability of
collecting the global as well as local report of design. Accordingly, diversity of
analytical, numerical, and experimental study presently subsists.

Chandros and Dimarogonas [1] presented an analysis of flaws in structures in the
form of cracks which produce local change in stiffness altering their dynamic
response. Sekhar and Prabhu [2] presented a technique to measure the vibration
character with the help of FEM. Saavedra and Cuitino [3] introduced a cracked finite
element stiffness matrix for FEM analysis of crack systems. Sinha and Friswell [4]
studied dynamic nature of a breathing cracked free–free beam by experimental study
under sinusoidal input force with the help of cracked beam finite element model.
This method used finite element (FE) modelling with standard two node Euler–
Bernoulli beam elements, except for those elements containing a crack. Zheng and
Kessissoglou [5] presented a finite element analysis of cracked beam through
measured natural frequencies with its corresponding mode shapes. Nahvi and
Jabbari [6] had presented an analytical with experimental study to crack detection of
cantilever beams by dynamic analysis. Patil and Maiti [7] presented experimental
approach to verify the certainty and capability of their numerical method. The beam
response of cantilever beam with multiple cracks was analyzed by the FFT analyzer.
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Choubey et al. [8] proposed crack detection method of pressure vessel with the help
of artificial neural networks. Different crack depths at a distinct location were
considered as input data sets of an ANN. Orhan [9] presented crack detection of
cantilever beam by both free and forced vibration analysis. Circumferentially, tor-
sional vibration of a cracked cylindrical shaft by an analytical solution called ‘exact’
and a numerical FEM analysis was presented by Chondros and Labeas [10]. Yoon
et al. [11] studied an experimental analysis on double crack simply supported beam.
Saridakis et al. [12] presented bending vibrations of a cracked shaft causing coupling
effect. For detection of crack, three optimizations techniques, ANN, fuzzy logic, and
GA, were presented. Perk et al. [13] presented sequential way for damage identifi-
cation in beams applying time-modal features with neural networks controller. Singh
and Tiwari [14] developed a two-step multi-crack detection algorithm established on
forced responses of a non-rotating shaft. The multi-objective genetic algorithm is
applied to investigate the cracks size and their location. Parhi and Dash [15] pre-
sented the dynamics analysis of multiple transverse cracked beams by ANN opti-
mization. Buezas et al. [16] determined crack depth and crack location identification
using genetic algorithms considering a crack contact model. Al-Ansari et al. [17]
performed a comparative study between experimental result and ANSYS program
results of cracked simple supported beam. Universal vibration approaches were
employed in that study. Mazanoglu and Sabuncu [18] presented an algorithm for
identifying cracks on the beams and minimizing the measurement errors a statistical
method. Jena et al. [19] presented defect identification of a beam with single crack
with the help of theoretical and experimental investigation applying vibration sig-
natures. Thatoi et al. [20] presented of three type of ANN for crack identification of
cantilever beam. A hybrid optimization with response surface methodology with
genetic algorithm to identifying crack on cantilever beam structure is developed by
Garg et al. [21]. Jena et al. [22] studied dynamic analysis composite cracked beam
through angle change of bidirectional fibers. Recently, two optimization techniques
for detection of crack in Timoshenko beam are presented by Banerjee et al. [23].

In the present paper, evaluate first four free vibrational modes of a beam having
transverse crack having clamped-free boundary condition over experiment. The
vibration of modal data obtained from experimental analysis is compared with finite
element analysis. Identification of crack on FGM beams is attempted by two
techniques cascade artificial neural network (CANN) and genetic algorithm (GA).
Identify unknown crack parameter is evaluated with the help of known vibrational
parameters obtained from experimental investigation. Lastly, a new neuro-genetic
base hybrid technique is proposed, and the results obtained are compared.

20.2 Methodology

In this section, vibration parameter of cracked cantilever beams by is determined
through experiment. Then, FEM analysis is also presented on those cracked beams.
Based on the result generated by experimentation, detection of crack size and its
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location is determined by CANN, GA, and a new hybrid neuro-GA technique.
Analysis is done on MATLAB platform. Table 20.1 shows material properties of
the beam.

20.2.1 Experimental Details and Procedure

Specimens formed an aluminum metal having cracks consisting different sizes and
locations along the length of the beam. EDM wire cut machine is used to make
crack on beam having 0.6 mm width for all cases. Some specimens are shown in
Fig. 20.1.

Figure 20.2 shows entire experimental setup. Figure 20.2 also indicates the
major components, hydraulic fixture, pressure gauge, accelerometer, coupler for
accelerometer, oscilloscope. The blow of a soft rubber hammer is applied to excite
the system. As a result, deflected shape produced free vibration response of the
intact and series of cracked beams. The schematic layout of experimental setup is
shown in Fig. 20.3.

An accelerometer [manufacturer: Kistler Instrument Corporation, type:
8728A500, acceleration range: ±500 g (g = 9.80665 m/s2), range of frequency:
1 Hz–10 kHz (±5%)] with a mass of 1.6 g, is attached at a suitable position on the
top surface of the beam using Petro-Wax adhesive material. Mass of accelerometer

Table 20.1 Geometric and physical properties of beam

Beam Density
(kg/m3)

Poisson
ratio

Elasticity
modulus
(GPa)

Length
(L) (mm)

Thickness
(W) (mm)

Depth
(h) (mm)

Cantilever 2645 0.33 70 850 50 10

Fig. 20.1 Different crack
positions of sample test
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for affecting dynamic response of beam may be ignored because mass of the
accelerometer is very less compare to beam. Accelerometer is placed on the top of
the beam near anti-nodal point to avoid minimum amplitude displacement point.
Accelerometer has two parts: impedance converter and sensing assembly.
Impedance converter is a scale-down universal electronic circuit which converts
low-impedance output voltage signal from high-impedance charge signal by the
piezoelectric element. An external power source name coupler is required. Second
component sensing assembly can run without any external power source. It has two
parts: a piezoelectric crystal and a seismic mass.

Fig. 20.2 Photograph of experimental setup

Fig. 20.3 Schematic diagram of experimental setup with oscilloscope
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The accelerometer is connected to a coupler [manufacturer: Kistler Instrument
Corporation, frequency response: 0.07 Hz–60 kHz (±5%), type: 5114], which
decouples output signal into DC bias voltage and arranges the constant current
power support to the accelerometer impedance converter. An AC–DC power
adapter source is connected to the coupler. DC bias voltage decouples by coupler
from the output signal. It operates as the electrical interface between
low-impedance, recording device or display and voltage mode piezoelectric sensor.
In the present scenario, display device is a digital oscilloscope. The accelerometer
and coupler is connected by a two-wire cable. Signal and power both are carried by
this cable.

The coupler output is connected to two channel digital real time oscilloscope
display device (Tektronix TBS 1072B) with the specification list rate range of
sample: 50 samples/s–1 Gigasamples/s, peak detect bandwidth: 70 MHz, record
length: 2500 samples, and frequency limit (lower): 10 Hz. Oscilloscope is used to
performed FFT operation. It transformed signal frequency domain from time
domain through a fast Fourier transform (FFT) module. The analyzer shows a
digital readout for the peaks.

20.2.2 Finite Element Simulation

Free vibration finite element analysis is carried out first on a cracked free beam and
then on a series of cracked beams. An open transverse cracked beam having crack
depth ‘a’ at location L1 from fixed end is shown in Fig. 20.4. L and h denote beam
length and depth, respectively. Finite element model of a cantilever beam with
single open transverse crack is developed in ANSYS environment. For mashing
purpose, two types of elements are picked: One is quad element 8-node Plane 183,
and other is 20-node SOLID 186. A special mashing arrangement is implemented at
crack trip to outcome singularity effect. A mesh model of cracked beam is shown in
Fig. 20.5. Natural frequencies of the beam are obtained by block Lanczos mode
extraction method. First, four natural frequencies in transverse direction are eval-
uated for intact and set of cracked cantilever beams.

Fig. 20.4 Cantilever beam
with a crack
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20.2.3 Cascade Artificial Neural Network

Cascade artificial neural networks (CANN) has risen as an auspicious device for
structural health controlling and damage diagnosis on machining equipment. This
optimization is healthily equipped for clarifying vibrational inverse problems in the
damage identification and situation of monitoring because of their model accep-
tance and interpolation competence. ANN is also a favorable way to categorize the
problems correlated with nonlinearities, supported they are healthily depicted by
input patterns. It can stay away from the intricacy received by traditional compu-
tational approach. It consists of a given set of inputs for which desired outputs are
determined by establishing proper and desired relationship between the inputs and
there outputs. The calibrating among the input and the output is hindered but must
be learned, and after the calibrating is learned or trained, the coveted outputs can be
collected. It guides to raise the design method capability.

In this present paper, an artificial neuron is presented in the vibration sur-
roundings. A scalar function n is the summation of the bias b and weighted input
wp. This summation is the altercation of the transfer function. The transfer function
denoted by f is generally a sigmoid function or a step function that catching the
altercation n and out comes the output a. Alterable scalar parameters of the neuron
are denoted as w and b. The central idea of neural networks is that such parameters
can be adjusted so that the network exhibits some desired or interesting behavior.
Thus, you can train the network to do a particular job by adjusting the weight or
bias parameters, or perhaps the network itself will adjust these parameters to
achieve some desired end. Here, the distinctive element inputs p1, p2 … pR are
extended by weights w1, 1, w1, 2…w1, R, and the weighted values are delivered to the
computing junction. Their total is scalar Wp, the dot product of the matrix Wand the
vector p. Weighted net inputs n are added by a bias b. The total internal sum, n,
of the inputs is moved over an activation or transfer function, f. So,
n ¼ w1;1p1 þw1;2p2 þ � � � þw1;RpR þ b or, n ¼ W � pþ b.

A nonlinear transformation expresses the intention of using a neural filter
application. A nonlinear transfer function which is used in network has output limit
capacity of each approach of a layered network towards a described field and also

Fig. 20.5 Mesh model with
singular element
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limits the amplitude range as well as limits the output strength. All the neural
network constructions operate the transfer function. It is prescribed as activity level
of output neuron at its input (bounds from 0 to 1 or −1 to 1). In this present
approach, activation functions are the sigmoid functions (Eq. 20.1). This is because
they are differentiable and probabilistic interpretation which simplifies the classi-
fication task.

f ðxÞ ¼ 1
1þ e�ax

; a[ 0 ð20:1Þ

A learning rule defines amethod for revising the networkweights and biases. There
are three main learning criterions, each equivalent to a particular theoretical learning
assignment. Names of these learning assignments are unsupervised, supervised, and
reinforcement. Unsupervised learning neural network simply required an input data
set, and it is the network controller’s authority to find part of arrangement within the
inputs without given any external support. A set of input–output pairs is required for
instructed supervised learning. The objective is to train the network to understand
between known input andwanted output. There is a similarity of outcome feedback of
learning process between supervised and reinforcement. One main difference is
reinforcement supplying a target output score established on how healthy network is
achieved. Supervised learning is applied for crack detection due to this process more
efficient than other learning process.

The backpropagation algorithm of CANN models is executed better than
backpropagation algorithm of feed-forward ANN models, particularly in lowering
the disperse of forecasting. In this thesis, cascade-forward backpropagation is
applied for crack detection. A weight connection is associated from every layer to
the following layers.

Backpropagation algorithm is most generally applied in the multilayer
cascade-forward network. A gradient descent algorithm is applied in common
backpropagation. In the gradient descent algorithm, weights of network are carried on
the adverse of performance activity gradient. Gradient is calculated for multilayer
networks with nonlinear environment, so it is called backpropagation algorithm. For
crack detection method back propagation technique is employed to reduce the error
with optimize the inputs relative natural frequencies to achieve the target that is
normalized crack location and crack depth ration. Neurons are originated by the
number of training data and the convergence of the error during training to aminimum
threshold error to control the crack location and crack depth. Network performance is
measured by mean squared difference between wdesired, n and wactual, n for supplied
training arrangement data list

Error ¼ 1
2

X
all training
patterns

wdesired;m � wactual;m

� �2 ð20:2Þ

where m = output parameters
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Error of training of ANN network is accomplished by error backpropagation
method. In order to reduce error, appropriate weight corrections are required.
Appropriate weight is produced by calculating neighboring error gradients.
Gradient of error of output layer di (ith layer) is

di ¼ f 0 Ni
� �

wdesired; n � wdesired; n

� � ð20:3Þ

where Ni
j ¼

Pz
n¼1 W

i
jn y

i�1
n þWi

j uj and Wi
j ¼ f Ni

j

� �
i = layer number, j = hidden layer jth neuron label, Wjn

i = connection weight of
neuron n in i – 1 th layer to neuron jth layer i and u = input neuron.

Hidden layer local gradient of neuron is given by:

dij ¼ f 0 Ni
j

� � X
k

diþ 1
k Wiþ 1

kj

 !
ð20:4Þ

Neurons weight is updated as:

Wjnðtþ 1Þ ¼ Wjn tð ÞþDWjnðtþ 1Þ ð20:5Þ

where DWjn tþ 1ð Þ ¼ aDWjt tð Þþ bdijy
i�1
n

where, a = momentum coefficient is chosen empirically as 0.2 in this compu-
tational analysis; b = learning rate is chosen empirically as 0.35 in this computa-
tional work, t = iteration number, the final neural network output is,

wactual;m ¼ f Nioutput
m

� � ð20:6Þ

where f ioutputm ¼Pn¼1 W
ioutput
mn yioutput�1

n

Each activation consists of the adjustment of learning sample with neuron
weight interchange.

20.2.4 Genetic Algorithm

In this study, GA method is used to forecast crack depth and its location of a
structure utilizing data set of natural frequency. The first four natural frequencies in
transverse direction of the beams are applied to create the objective function. The
genetic algorithm is used to forecast the global optimal crack depth and its location
with the help of minimizing the objective function which is found on experimental
result frequencies (fn) and calculated frequencies by regression equation (fr).

The process used for prediction of crack in GA as follows:

• First select all variable. The GA starts by representing two variables, crack depth
ratio and normalized location of crack whose values should be optimized.
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• The following equation is represented the cost function. This function should be
minimized:

Cost ðl; dÞ ¼
X4
i¼1

fei � frið Þ2 ð20:7Þ

where

dc crack depth ratio
lc crack location (normalized)
fni normalized first three natural frequencies from experimental result
fri normalized first three natural frequencies from regression field.

• Twenty numbers of initial population are developed.
• Initial population is collected from numerical or finite element analysis.
• Initial population parent set is applied.
• The chosen parents are transformed decimal values to binary string
• Cost functions are picked.
• During crossover binary string is randomly incision at any point.
• The children of the parents are determined.
• The fitness value is figured out for each variable.
• Stochastic uniform is considered for selection. After eliminating worsted

chromosomes only the best chromosomes are picked.
• After achieved a new population, the selection process and crossover are redone

with mutation which is applied to all of the data expect the best children. For
best fitness value, mutation is applied with uniform rate 0.01.

• The method is re-evaluated and performed repeatedly the algorithm just before
the fitness value extents confident level. Maximum generation number and
function tolerance for every run are decided at 500 and 1e−12, respectively.

20.3 Neuro-Genetic Technique

In order to get more accurate results, a new hybrid technique is proposed. First,
genetic algorithm model is prepared from experimental result and general regres-
sion equation as described in previous section. Then, optimized output results
(crack location and depth) from GA are used as input neurons of neuron network.
So this hybrid neural network technique has six input parameters and four natural
frequencies obtained from experiment with two optimized data output of GA crack
location and its depth (Fig. 20.6). These training and learning processes are same as
described in Sect. 20.2.3.
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20.4 Result and Discussion

Free vibration of a large set of cantilever beams with different sizes of crack at
different locations is executed by experiment. In order to determinate natural fre-
quencies, FEM analysis also done same kind of cracked cantilever beam. Three
different crack depth fractions (a/h) 0.2, 0.4, and 0.6 of cracked beam are consid-
ered for FEM analysis and experiment. Normalizing crack location (l/L) values is
diverse from 0.0588 to 0.8824. The relative frequencies of different cracked beams
are received from the following equation:

Relative Natural Frequency ¼ Natural frequency of beam having crack
Natural frequency of intract beam

ð20:8Þ

20.4.1 Comparison Results of Experimentation
with FEM Results

Table 20.2 shows a comparison result. Results show that the experimental value
and FEM analysis values are equated quite well.

Fig. 20.6 Block diagram of neuro-GA technique
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Table 20.2 a Comparison of first natural frequency of cracked cantilever beam obtained through
experimental investigation and ANSYS simulation. b Comparison of second natural frequency of
cracked cantilever beam obtained through experimental investigation and ANSYS simulation.
c Comparison of third natural frequency of cracked cantilever beam obtained through experimental
investigation and ANSYS simulation. d Comparison of forth natural frequency of cracked
cantilever beam obtained through experimental investigation and ANSYS simulation

Specimen crack location and depth (mm) Free vibration frequency (Hz)

Experimental ANSYS

a

l = 50 and a = 2 10.5 11.27

l = 150 and a = 2 10.6 11.3

l = 250 and a = 2 10.6 11.32

l = 350 and a = 2 10.7 11.33

l = 450 and a = 2 10.7 11.33

l = 550 and a = 2 10.8 11.348

l = 650 and a = 2 10.8 11.351

l = 750 and a = 2 10.8 11.353

l = 50 and a = 4 10.2 11.01

l = 150 and a = 4 10.3 11.11

l = 250 and a = 4 10.5 11.2

l = 350 and a = 4 10.6 11.27

l = 450 and a = 4 10.6 11.31

l = 550 and a = 4 10.8 11.34

l = 650 and a = 4 10.8 11.35

l = 750 and a = 4 10.8 11.356

l = 50 and a = 6 9.1 10.3

l = 150 and a = 6 9.7 10.6

l = 250 and a = 6 10 10.87

l = 350 and a = 6 10.4 11.07

l = 450 and a = 6 10.6 11.22

l = 550 and a = 6 10.7 11.31

l = 650 and a = 6 10.7 11.35

l = 750 and a = 6 10.8 11.359

b

l = 50 and a = 2 67.8 70.77

l = 150 and a = 2 69 71.06

l = 250 and a = 2 68 71.04

l = 350 and a = 2 67.9 70.85

l = 450 and a = 2 67.7 70.29

l = 550 and a = 2 68 70.857

l = 650 and a = 2 69 70.99

l = 750 and a = 2 69.1 71.08

l = 50 and a = 4 66.9 69.79
(continued)
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Table 20.2 (continued)

Specimen crack location and depth (mm) Free vibration frequency (Hz)

Experimental ANSYS

l = 150 and a = 4 68.8 71

l = 250 and a = 4 67.5 70.87

l = 350 and a = 4 66.9 70.14

l = 450 and a = 4 66.4 69.77

l = 550 and a = 4 67.7 70.08

l = 650 and a = 4 68.8 70.68

l = 750 and a = 4 68.8 71.05

l = 50 and a = 6 65.8 67.45

l = 150 and a = 6 68.6 70.83

l = 250 and a = 6 68 70.4

l = 350 and a = 6 66.2 68.12

l = 450 and a = 6 65.2 66.95

l = 550 and a = 6 66.3 67.85

l = 650 and a = 6 68.3 69.75

l = 750 and a = 6 69.1 70.96

c

l = 50 and a = 2 193 198.37

l = 150 and a = 2 192 198.77

l = 250 and a = 2 193 198.22

l = 350 and a = 2 192 198.58

l = 450 and a = 2 191 198.73

l = 550 and a = 2 193 198.15

l = 650 and a = 2 191 198.1

l = 750 and a = 2 192 198.72

l = 50 and a = 4 192 196.84

l = 150 and a = 4 190 198.41

l = 250 and a = 4 191 195.92

l = 350 and a = 4 191 197.58

l = 450 and a = 4 189 198.64

l = 550 and a = 4 193 195.69

l = 650 and a = 4 188 195.36

l = 750 and a = 4 189 198.21

l = 50 and a = 6 192 193.43

l = 150 and a = 6 185 197.37

l = 250 and a = 6 191 189.87

l = 350 and a = 6 190 194.92

l = 450 and a = 6 186 198.17

l = 550 and a = 6 193 189.32

l = 650 and a = 6 183 187.64
(continued)
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20.4.2 Identification Crack Depth and Location

Total 24 beams with different types of crack are examined having different crack
schemes. Now, those natural frequencies are used for input optimization technique
for the evaluation of the crack. Comparison studies are performed between
experimental results and optimization results of CANN, GA, and cascade
neuro-GA.

Table 20.2 (continued)

Specimen crack location and depth (mm) Free vibration frequency (Hz)

Experimental ANSYS

l = 750 and a = 6 187 196.61

d

l = 50 and a = 2 378 388.88

l = 150 and a = 2 377 388.36

l = 250 and a = 2 378 388.75

l = 350 and a = 2 378 388.85

l = 450 and a = 2 375 385.65

l = 550 and a = 2 378 389.32

l = 650 and a = 2 375 387.73

l = 750 and a = 2 377 388.58

l = 50 and a = 4 376 387.52

l = 150 and a = 4 373 385

l = 250 and a = 4 375 386.78

l = 350 and a = 4 376 387.15

l = 450 and a = 4 371 383.32

l = 550 and a = 4 379 389.3

l = 650 and a = 4 370 382.33

l = 750 and a = 4 372 385.95

l = 50 and a = 6 377 384.57

l = 150 and a = 6 365 375.87

l = 250 and a = 6 375 381.91

l = 350 and a = 6 374 382.65

l = 450 and a = 6 366 371.35

l = 550 and a = 6 379 389.25

l = 650 and a = 6 361 369.15

l = 750 and a = 6 368 377.71
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20.4.2.1 Identification Crack Parameter by CANN

Cascade algorithm starts with a single-layer network to which hidden units are then
added one by one. Total 24 data sets acquired from experimental study with four
inputs (four natural frequencies) with two targets (location and depth of crack) are
spat between training, validation, and testing scheme. Data set ratio for training,
validation, and testing is 4:1:1. Gradient descent with bias and momentum weight
and Levenberg–Marquardt optimization are chosen for training function and
learning function, respectively. In order to achieve optimized value, tansigmoid
hyperbolic activation function is applied. Neuron numbers in a specific hidden layer
with total hidden layer numbers are changed to produce best target efficiency.
Best MSE validation performance value 0.00987 at 47 epochs is achieved at the
time of forecasting of crack depth and location in CANN. Regression value for this
training is 0.9143. Neural network model for this analysis consists of 3 inputs, 2
output and 2 hidden layer having three neurons each.

Forecasting results are correlated with experimental result, and percentage errors
are calculated with the help of the following equation,

E�
h ¼

ac � a�c
h

����
����� 100;E#

L ¼ lc � l�c
L

����
����� 100 ð20:9Þ

Outcome results of CANN optimization process are presented on Table 20.3.
For all 24 crack scenarios, maximum errors of 15.91 and 19.21% are noticed for
crack location and depth, respectively, although average errors are 4.21 and 2.99%.
Results shows that four cases have large amount of error (greater than 10%) in case
of prediction of location where as only one case has large amount of error in case of
prediction of depth. Predicted results of crack depth are found to be more accurate
than location. Over all crack prediction is reasonably well with few amount of
experimental dada using CANN.

20.4.2.2 Identification Crack Parameter by GA

GA is applied to predict the global optimal depth and location of crack by mini-
mizing the cost function. It is established from experimental results (fe) with general
regression (fr). The following equation is applied to minimize the fitness function.

fitness ðlc; acÞ ¼
X4
i¼1

fei � frið Þ2 ð20:10Þ

where fe is the first four natural frequencies which are used for crack identification
structure considered as inputs obtained from experimental results. fr is the first four
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natural frequencies, which are functions of crack location (lc) and its depth (ac) and
are calculated from the general regression cracked beam model.

Stochastic uniform and adaptive feasible mutations are used for selection and
mutation, respectively. Maximum generation number and function tolerance for
every run are decided at 500 and 1e−12, respectively.

All 24 crack scenarios are optimized for cost function of GA, and the value of
optimum fitness forward along comparable crack depth and its location is preferred
being best result. Results of GA are shown in Table 20.4. The following equation
represents the percentage of errors.

E��
h ¼ ac � a��c

h

����
����� 100;E��

L ¼ lc � l��c
L

����
����� 100 ð20:11Þ

Table 20.3 CANN optimization results of cantilever beam with error

Case Normalized natural frequencies Experiment CANN Error (%)

First Second Third Forth lc/L ac/h l�c /L a�c /h E�
L E�

h

1 0.821 0.667 0.495 0.950 0.059 0.2 0.123 0.211 6.387 1.127

2 0.866 0.971 0.600 0.902 0.176 0.2 0.180 0.210 0.348 1.030

3 0.911 0.715 0.495 0.950 0.294 0.2 0.297 0.208 0.285 0.823

4 0.643 0.429 0.493 0.852 0.059 0.4 0.067 0.414 0.777 1.449

5 0.732 0.928 0.710 0.654 0.176 0.4 0.135 0.392 4.109 0.841

6 0.821 0.595 0.391 0.802 0.294 0.4 0.304 0.303 0.959 9.727

7 0.000 0.142 0.210 0.902 0.059 0.6 0.059 0.600 0.000 0.014

8 0.375 0.880 0.594 0.213 0.176 0.6 0.217 0.598 4.063 0.227

9 0.554 0.715 0.000 0.754 0.294 0.6 0.306 0.593 1.141 0.729

10 0.955 0.694 0.570 0.944 0.412 0.2 0.458 0.212 4.588 1.160

11 0.955 0.643 0.600 0.796 0.529 0.2 0.689 0.273 15.918 7.329

12 1.000 0.715 0.495 0.964 0.647 0.2 0.597 0.206 4.990 0.649

13 0.866 0.424 0.706 0.816 0.412 0.4 0.355 0.373 5.705 2.745

14 0.911 0.310 0.810 0.556 0.529 0.4 0.514 0.430 1.514 3.009

15 1.000 0.643 0.594 1.000 0.647 0.4 0.542 0.208 10.469 19.207

16 0.777 0.258 0.511 0.722 0.412 0.6 0.347 0.597 6.511 0.252

17 0.911 0.000 0.810 0.261 0.529 0.6 0.524 0.594 0.500 0.582

18 0.955 0.286 0.087 1.000 0.647 0.6 0.647 0.594 0.037 0.571

19 1.000 0.976 0.702 0.758 0.765 0.2 0.754 0.264 1.111 6.351

20 1.000 1.000 0.890 0.910 0.882 0.2 0.860 0.225 4.236 2.456

21 1.000 0.930 0.501 0.516 0.765 0.4 0.866 0.450 10.082 4.987

22 1.000 0.930 0.691 0.633 0.882 0.4 0.833 0.387 4.963 1.269

23 0.957 0.790 0.000 0.000 0.765 0.6 0.882 0.600 11.763 0.001

24 1.000 1.000 0.421 0.363 0.882 0.6 0.878 0.548 0.460 5.233
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where lc and ac are represented as experimental location and depth of the crack,
respectively, and a##

c and l##
c represent the forecasting depth and location of the

crack, respectively evaluated by GA.
Table 20.4 presents the predicted results of GA optimization technique of can-

tilever beam. For all 24 cracks scenarios, maximum errors of 20.6 and 10.6% are
noticed for crack location and depth, respectively, although average errors are 3.01
and 3.27%. Accuracy of prediction of location and depth is nearly equal in GA
method. Overall average value of prediction error is very similar to CANN method.

Table 20.4 GA optimization of cantilever beam with error

Case Normalized natural frequencies Experiment GA Error (%)

First Second Third Forth lc/L ac/h l��c /L a��c /h E��
L E��

h

1 0.821 0.667 0.495 0.950 0.059 0.2 0.068 0.233 0.941 3.3

2 0.866 0.971 0.600 0.902 0.176 0.2 0.120 0.139 5.647 6.1

3 0.911 0.715 0.495 0.950 0.294 0.2 0.288 0.225 0.588 2.5

4 0.643 0.429 0.493 0.852 0.059 0.4 0.061 0.377 0.235 2.3

5 0.732 0.928 0.710 0.654 0.176 0.4 0.153 0.398 2.353 0.2

6 0.821 0.595 0.391 0.802 0.294 0.4 0.300 0.426 0.588 2.6

7 0.000 0.142 0.210 0.902 0.059 0.6 0.059 0.600 0.000 0

8 0.375 0.880 0.594 0.213 0.176 0.6 0.182 0.586 0.588 1.4

9 0.554 0.715 0.000 0.754 0.294 0.6 0.306 0.600 1.176 0

10 0.955 0.694 0.570 0.944 0.412 0.2 0.412 0.267 0.000 6.7

11 0.955 0.643 0.600 0.796 0.529 0.2 0.444 0.252 8.588 5.2

12 1.000 0.715 0.495 0.964 0.647 0.2 0.614 0.240 3.294 4

13 0.866 0.424 0.706 0.816 0.412 0.4 0.428 0.364 1.647 3.6

14 0.911 0.310 0.810 0.556 0.529 0.4 0.521 0.415 0.824 1.5

15 1.000 0.643 0.594 1.000 0.647 0.4 0.613 0.294 3.412 10.6

16 0.777 0.258 0.511 0.722 0.412 0.6 0.614 0.543 20.235 5.7

17 0.911 0.000 0.810 0.261 0.529 0.6 0.562 0.600 3.294 0

18 0.955 0.286 0.087 1.000 0.647 0.6 0.680 0.669 3.294 6.9

19 1.000 0.976 0.702 0.758 0.765 0.2 0.771 0.227 0.588 2.7

20 1.000 1.000 0.890 0.910 0.882 0.2 0.891 0.178 0.824 2.2

21 1.000 0.930 0.501 0.516 0.765 0.4 0.722 0.329 4.235 7.1

22 1.000 0.930 0.691 0.633 0.882 0.4 0.809 0.426 7.294 2.6

23 0.957 0.790 0.000 0.000 0.765 0.6 0.751 0.592 1.412 0.8

24 1.000 1.000 0.421 0.363 0.882 0.6 0.894 0.607 1.176 0.7
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20.4.2.3 Identification Crack Parameter by Neuro-GA

In order to get more accurate results, neuro-GA hybrid technique is proposed. First
genetic algorithm model is prepared from experimental result and general regres-
sion equation as per described in the previous section.

All 24 optimized output results of experimental different crack scenarios are
used as input parameters of neuro-GA optimization. Optimized output results (crack
location and depth) from GA are also used as input neurons of this neuro-GA
neuron network. Best MSE validation performance value 0.00907 at 57 epochs is
achieved at the time of forecasting of crack depth and location in CANN.
Regression value for this training is 0.9433. Neural network model present opti-
mization has of six inputs, two outputs, and three hidden layers with three neurons
each.

Table 20.5 Neuro-GA optimization of cantilever beam with error

Case Normalized natural frequencies Experiment CANN Error (%)

First Second Third Forth lc/L ac/h l���c =L a���c =h E���
L E���

h

1 0.821 0.805 0.751 0.974 0.059 0.2 0.079 0.200 2.062 0.040

2 0.866 0.983 0.801 0.949 0.176 0.2 0.174 0.200 0.245 0.007

3 0.911 0.833 0.751 0.974 0.294 0.2 0.307 0.201 1.267 0.078

4 0.643 0.666 0.750 0.923 0.059 0.4 0.063 0.401 0.427 0.100

5 0.732 0.958 0.850 0.820 0.176 0.4 0.258 0.344 8.126 5.572

6 0.821 0.763 0.700 0.897 0.294 0.4 0.302 0.405 0.791 0.454

7 0.000 0.498 0.607 0.949 0.059 0.6 0.059 0.600 0.006 0.000

8 0.375 0.930 0.800 0.590 0.176 0.6 0.179 0.600 0.267 0.007

9 0.554 0.833 0.500 0.872 0.294 0.6 0.242 0.600 5.252 0.001

10 0.955 0.821 0.788 0.971 0.412 0.2 0.565 0.206 15.335 0.629

11 0.955 0.791 0.801 0.894 0.529 0.2 0.512 0.202 1.748 0.229

12 1.000 0.833 0.751 0.981 0.647 0.2 0.631 0.204 1.572 0.376

13 0.866 0.663 0.855 0.904 0.412 0.4 0.403 0.400 0.913 0.041

14 0.911 0.596 0.900 0.769 0.529 0.4 0.531 0.402 0.174 0.153

15 1.000 0.791 0.800 1.000 0.647 0.4 0.710 0.321 6.291 7.857

16 0.777 0.566 0.759 0.855 0.412 0.6 0.435 0.600 2.331 0.002

17 0.911 0.415 0.900 0.615 0.529 0.6 0.561 0.600 3.136 0.027

18 0.955 0.582 0.550 1.000 0.647 0.6 0.655 0.600 0.797 0.012

19 1.000 0.986 0.853 0.874 0.765 0.2 0.770 0.200 0.539 0.041

20 1.000 1.000 0.946 0.953 0.882 0.2 0.873 0.201 0.906 0.069

21 1.000 0.959 0.754 0.748 0.765 0.4 0.832 0.313 6.737 8.698

22 1.000 0.959 0.848 0.809 0.882 0.4 0.867 0.402 1.536 0.204

23 0.957 0.877 0.504 0.480 0.765 0.6 0.753 0.599 1.141 0.114

24 1.000 1.000 0.715 0.668 0.882 0.6 0.882 0.599 0.025 0.112
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Forecasting results are correlated with experimental result, and percentage errors
are calculated with the help of Eq. 20.12.

E���
h ¼ ac � a���c

h

����
����� 100;E���

L ¼ lc � l���c

L

����
����� 100 ð20:12Þ

Results of neuro-GA are shown in Table 20.5. For all 24 crack scenarios,
maximum errors of 15.35 and 8.7% are noticed for crack location and depth,
respectively, although average errors are 2.57 and 1.45%. Result shows that
accuracy prediction trough neuro-GA is better than homogeneous optimization of
CANN or GA techniques.

20.5 Conclusion

In the present paper, natural frequencies of intact and series of beam having cracked
are evaluated by the experiment followed by FEM analysis, and comparison study
is performed with measured frequencies. The second part of this paper represents
crack parameter prediction NDT technique using three optimization techniques.
A neuro-GA base hybrid optimization is also performed. It is noticed that fore-
casting results by optimization techniques are quite satisfactory with limited
number of the experimental values. However, better predictions results are shown
in cases of hybrid technique. It can be concluded that these optimization methods
are fairly suitable for structural health monitoring with practical significance.
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Chapter 21
Experimental Investigation on Static
and Free Vibration Behavior
of Concentrically Stiffened Plates

Sayantan Mandal, Anirban Mitra and Prasanta Sahoo

21.1 Introduction

Stiffened plates are structural elements that are fabricated with reinforcement of a
single or a set of beams located at discrete spacing on one or both sides of the plate
to increase the load-bearing capability. These plates can be broadly classified into
two categories depending on the presence of stiffeners on one or both sides of the
plate. These two categories are, namely, eccentric stiffening, where stiffeners are
fixed to only a single side of the plate and concentric stiffening, where the stiffeners
are attached to both sides of the plate. The material used for the stiffener and plate
specimens can be different or identical. The benefit of stiffened plates over
unstiffened ones is that they offer substantially greater strength-to-weight ratio.
These stiffeners enhance the bending stiffness of the structure with minimum
addition of material. It also provides better vibration and stability characteristics
along with economic and easy fabrication. In the present scenario, considering these
numerous advantages, there are wide-ranging applications of stiffened plates in
marine structures, aerospace industry, highway bridges, elevated roadways, etc.

A significant amount of research work has been documented in this domain
through different analytical and numerical techniques by several researchers. Recent
advancement in simulation techniques and analysis methods coupled with an
exponential increase in computational capabilities has opened new avenues of study
in the field. It has also caused a shift in focus on simulation studies in determining
mechanical behavior of stiffened plates. In the following section, a brief literature
survey, with emphasis on experimental works in recent years, has been presented.
In static analysis, both the maximum deflection and the defected profile of the
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deformed system under loading are of importance and these two parameters depend
on several factors, for example, boundary conditions, loading pattern.

An extensive review work on various aspects of studies performed on stiffened
plates was presented by Bedair [1]. His emphasis was mainly on stability of stiff-
ened plates subjected to uniform compression. Experiments were performed on
clamped square plates under uniformly distributed periodic load with different edge
displacements by Yamaki et al. [2] in order to determine their nonlinear response.
Bau-Madsen et al. [3] performed experimental investigations into clamped sand-
wich plates under external lateral loading. The authors measured surface strains and
deflections (large) to establish relations between the measured parameters and the
external transverse load. Stiffened plates with square cut out were investigated on
by Kumar et al. [4] under out of plane and in-plane loading in order to determine
the ultimate strength. Xu et al. [5] carried out comparisons for ultimate strength of
wide stiffened panels obtained from simulation as well as experimentation. Pedram
and Khedmati [6] studied the influence of welding on the stiffened plates (material
was considered to be aluminum), which were under combined loading of lateral
pressure and uniaxial compression. Experimental work on stiffened plates subjected
to similar kind of loading condition as mentioned above, i.e., a combination of
transverse pressure and in-plane compression, was also performed by Shanmugam
et al. [7]. Experimental study and numerical simulation (considering the effect of
strain rate) of laterally impacted stiffened plates were carried out by Liu et al. [8].
Zheng et al. [9] investigated clamped stiffened plates subjected to confined blast
load for large deflection behavior by conducting experiments, analytical calcula-
tions, and numerical simulations. Morin et al. [10] tested and simulated aluminum
stiffened panels under the conditions of quasi-static and low-velocity impact loads.

Majority of the research papers, mentioned in the above paragraph, deal with
static analysis of stiffened plates. However, there exist in the literature various
contributions on free vibration studies of these structural elements. Fahy and Wee
[11] measured average acoustically induced strains developed in stiffened plates
under acoustic excitation. These stiffened plates were constructed by attaching,
through various methods, identical beams to mild steel plates. Yurkovich et al. [12]
performed dynamic experiments on rectangular stiffened panels with simply sup-
ported boundaries. Using real-time laser holography, Olson and Hazell [13]
determined 24 free vibration frequencies and mode shapes of four stiffened square
plates with fixed boundary conditions. Wilson et al. [14] designed experiments to
analyze free vibration of thin square plates with edge support. A spline finite strip
method was applied to linear and nonlinear transient vibration analysis of stiffened
plates by Sheikh and Mukhopadhyay [15]. Amabili [16] experimentally tested
plates with geometrical imperfections for large amplitude forced vibration behavior
under harmonic excitation. The author considered simply supported clamped plates
with and without in-plane edge displacements. Qing et al. [17] proposed a novel
method for analyzing stiffened laminated plates under free vibration condition. Hu
et al. [18] put forward fatigue behavior study of fully clamped aluminum stiffened
plates subjected to random vibration loading. Zhou et al. [19] investigated thin plate
with periodic stiffening and viscoelastic damping material utilizing simplified
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superelement method to find out the flexural free vibration characteristics. Mindlin
plate and Timoshenko beam theories were implemented by Cho et al. [20] for
formulating the free vibration problem of panels with stiffness attachments and
lumped mass.

Current research paper presents an effort to experimentally study static and free
vibration behavior of concentrically stiffened plates subjected to lateral uniformly
distributed loading. Laboratory experiments are conducted on different types of
concentric stiffened plate specimens along with simulation study to determine the
static deflection and loaded natural frequencies.

21.2 Experimentation Description

Test specimens, laboratory experimental setup with detailed description of various
components of the setup, and sequential test procedure are described in the fol-
lowing subsections.

21.2.1 Test Specimen Description

Experiments are performed on test specimens constructed out of uniform thickness
square plates and rectangular cross-sectional flat bars. These bars are attached as
stiffeners to both sides of the plate at different locations and orientations through
spot welding process. Mild steel is the material chosen for both the plates and the
stiffeners. There are five different types of concentric stiffened plates that are fab-
ricated as described above. It should be mentioned here that these five categories are
separate in terms of number of stiffeners and their corresponding orientation of the
face of the plate. Dimensions of the stiffeners, such as length, width, and thickness,
are same throughout all of the specimens, while the variation is being made to the
attaching position of the stiffener in the plate. These different types of specimen are,
namely, uniaxially single stiffened (UASS), uniaxially double stiffened (UADS),
biaxially cross stiffened (BACS), diagonally cross stiffened (DCS), biaxially double
stiffened (BADS) plates. The abbreviations for different types of specimen are
created by taking the first letter of the words in their names. Schematic diagrams
with symbols and photographs of the above-mentioned types of stiffened specimens
are depicted in Figs. 21.1 and 21.2. The figures also include an unstiffened speci-
men, which is included in order to provide a reference to comparison.

The basic geometric parameters of the specimen are as follows: length of plate
(L) = 480 mm, clamped length of plate (Lc) = 400 mm, thickness of plate (tp) =
2 mm, length of stiffener (Ls) = 400 mm, thickness of stiffener (ts) = 25 mm,
breadth of stiffener (bs) = 5 mm. The dimensions relating to the position of the
stiffeners corresponding to different types of plates are provided in Table 21.1.
From Figs. 21.1 and 21.2, it is clearly visible that there is a series of circular holes
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Fig. 21.1 Schematic diagrams of a unstiffened, b uniaxially single stiffened, c uniaxially double
stiffened, d biaxially cross stiffened, e diagonally cross stiffened, f biaxially double stiffened plates

Fig. 21.2 Images of a unstiffened, b uniaxially single stiffened, c uniaxially double stiffened,
d biaxially cross stiffened, e diagonally cross stiffened, f biaxially double stiffened plates
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(constant diameter) present along the outer circumference of the plates. These
drilled holes correspond a set of holes present on the edge of the holding
arrangement in the experimental setup and are used to clamp the specimen in
position. The distance between the centerline of the holes and the plate edge in both
orthogonal directions (lv = lh) is 14.5 mm. Center distance between two adjacent
holes (e) is 37.5 mm, while the diameter of these clamping holes (d) is 11 mm. For
bolting the plate securely, a certain amount of plate dimension around the periphery
of the plate is considered on all the sides. Therefore, the effective dimension of the
clamped plate is (L–2Lc).

21.2.2 Experimental Setup

Static deflection and free vibration experiments on concentrically stiffened plates
under uniform transverse loading are carried out on an experimental setup as shown
in Fig. 21.3. The main components of the experimental setup are also marked in the
figure, and these are compressors for supplying compressed air, channel frame
having an inlet with bypass mechanism for application of pneumatic pressure,
gauges to measure pressure and deflection, accelerometer along with coupler and
digital oscilloscope. Uniform transverse pneumatic pressure is applied to induce
static deflection of the specimen. Subsequently, the free vibration experiment is
carried out by exciting the system about its deflected position. The instantaneous
excitation is provided from the blow of a soft rubber hammer. The schematic
diagram of the experimental setup is shown in Fig. 21.4.

It has already been mentioned that the experiments are performed under pneu-
matic pressure. Hence, the first and foremost requirement of the setup is an
enclosed/sealed chamber that can retain high-pressure air. An open box with side
walls made of thick metal plates is used for the purpose (shown as item 8 in
Fig. 21.3). There is provision for attaching plates at the top and bottom through a
sequence of drilled holes on the flanges of the box. At the bottom, a thick backing
plate is secured, while the test specimen is attached at the top, thus creating an
enclosed chamber. This holding arrangement simulates clamped boundary condi-
tions at all the edges of the specimen. On one of the side panels, there is an inlet that
introduces high-pressure air from the compressor into the sealed space. In this inlet

Table 21.1 Stiffener position for various types of specimens (mm)

Sl. no. Stiffened plate type nstf
1 nstf

2 nstf
3 ηstf

1 ηstf
2 ηstf

3

1 UASS 240 – – – – –

2 UADS 170 140 170 – – –

3 BACS 240 – – 240 – –

4 DCS 98.6 282.8 98.6 98.6 282.8 98.6

5 BADS 170 140 170 170 140 170
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1. External power supply 2. Digital osciiloscope
3. Power supply coupler 4. Fixed arm for positioning dial gauges 
5. (a), (b) Dial gauges   6. Accelerometer
7. Stiffened plate specimen 8. Channel frame
9. Rubber hammer 10. Pressure gauge
11. Air compressor 12. Air compressor outlet

Fig. 21.3 Photograph of experimental setup with notations for different components

Fig. 21.4 Schematic diagram of experimental setup
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assembly, there is provision for attaching a pressure gauge and a bypass valve that
can be used to control the pressure level in the chamber. It is important to take
preventive measures against leakage from various joints and the chamber itself. To
ensure that there is no escape of pressurized air, rubber gaskets and sealing tapes are
used in between the frame and the top and bottom plates.

Defections under transverse pressure loading are recorded with the help of two
dial gauges which are positioned at locations A and B as depicted in Fig. 21.4.
These points indicate that deflection data are collected at two predefined locations
and the gauges are positioned with the help of an overhanging arm supported on
vertical columns fixed to opposite sides of the frame. A shear mode accelerometer is
fixed to the vibrating specimen at an appropriate location with petro-wax adhesive.
Extreme care is necessary in locating the accelerometer so as to avoid nodal points
and place it approximately near the point of maximum amplitude. However, the
location of the point of maximum displacement is dependent on the placement of
stiffeners. Hence, for a different type of stiffened plate specimen, the position of the
accelerometer is varied. The accelerometer used for the present experimentation is a
miniature one and weighs 1.6 g due to significantly low dynamic mass, thus
eliminating any chance of mass loading effect on the response. It consists of an
impedance converter, which is a miniature electronic circuit, and a sensing
assembly made up of a piezoelectric crystal and a seismic mass. Motion of the
vibrating system normal to the base is sensed by the piezoelectric element, which
generates a high impedance charge. It is then converted into a low impedance
voltage output signal by the electronic circuitry. It should be mentioned here that
the sensing assembly does not require any external power source to operate, while a
coupler (power source) is necessary to power the circuit. An AC–DC power adapter
is required to externally power the coupler itself. This instrument decouples the
output signal and DC bias voltage and provides an interface between the sensor and
the recording/display device (digital oscilloscope). A two-wire cable which carries
both the signal and the power connects the coupler and the accelerometer. The
transmitted signal of the vibrating system is received by the digital storage oscil-
loscope, which has the capability to display, post-process, and store the signal. The
instrument is equipped with a Fast Fourier Transform (FFT) extension module that
can convert the time domain signal into a frequency domain one. Specifications of
different instruments used in the laboratory experiments are detailed in Table 21.2.

21.2.3 Test Procedure

The present laboratory experiment has the objective of determining the static
deflection at two predefined points and the natural frequency at statically deflected
configuration under transverse pneumatic pressure loading for stiffened as well as
unstiffened plate specimens. Preparing the setup to conduct experiments involves
certain preprocessing tasks. First of all, the specimen under consideration is tightly
clamped in position with gaskets (rubber) and sealing tapes in place. Initially,

21 Experimental Investigation on Static and Free Vibration … 443



www.manaraa.com

only the dial gauges are positioned at their respective locations with the help of an
arm/bridge supported on two posts. Outlet of the compressor is attached to the inlet
of the enclosed chamber through a flexible pipe, and the pressure gauge is also
attached to the inlet section. Instruments (compressor, oscilloscope, and coupler)
requiring electric power are connected to the power source/supply. Connection
between the coupler and the accelerometer is through a two-wire cable, which is
shared by power for the impedance circuit and response signal from the
accelerometer. The accelerometer is located on the specimen with adhesives at
appropriately selected position. The coupler output is taken to the digital oscillo-
scope through one of the channels of the device. FFT mode is selected on the
oscilloscope by pushing the appropriate buttons to make it ready for receiving and
capturing the signal.

At first, the static experiment is performed by increasing the air pressure inside
the chamber by supplying compressed air gradually. To avoid sudden impact
loading, rate of increase of pressure is kept low. After a brief settling period, the
readings from the dial gauges are tabulated against the pressure gauge reading.
Once these readings are noted, the dial gauge probes are lifted up and kept at a
distance with the help of plastic stops. This is necessary in order to let the specimen
vibrate without interference from the gauge probes. A rubber hammer is used to
strike the deflected plate to initiate free vibration pulses. The signal from the

Table 21.2 Specifications of different instruments used in the laboratory experiments

Instruments Specifications

Air compressor Manufacturer: Elgi Equipments Limited, India
Model no: LG 100 P; tank capacity: 45 L
Maximum working pressure: 9 kg/cm2

Pressure gauge Manufacturer: Karnataka Instruments, India
Working range: 0–10 kg/cm2; resolution:
0.2 kg/cm2

Dial gauge Manufacturer: Baker, India; type: JO 8; least
count: 0.01 mm

Accelerometer Manufacturer: Kistler Instrument Corporation,
India
Type: 8728A500; measuring range: 500 g
(g = 9.80665 m/s2); sensitivity: 10.03 mV/g;
weight: 1.6 g

Power supply/coupler for accelerometer
(externally powered AC–DC power
adapter)

Manufacturer: Kistler Instruments Corporation,
India
Type: 5114; frequency response (±5%):
0.07 Hz–60 kHz

Digital oscilloscope Manufacturer: Tektronix Inc., USA; model no:
TBS 1072B
Peal detect bandwidth: 70 MHz; sample rate
range: 1 gigasamples/s; voltage range: 100–
240 V, 115 V; frequency: 50–60 Hz, 400 Hz;
power maximum: 30 W
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oscillating specimen is captured by the digital oscilloscope and subsequently
plotted in frequency domain. These frequency amplitude plot images, in jpg format,
are stored and saved by pressing the save button in the oscilloscope and finally
taken from it by a pen drive. This completes a single round of data collection
corresponding to a specific pressure level. At this stage, the dial gauge probes are
set down onto the plate surface by removing the plastic stops. Now, the pressure
level is adjusted to a new value and the corresponding data for static deflection and
loaded natural frequencies of the system are collected following the same procedure
as described above. The entire experimental process is repeated for various con-
centric stiffened plates along with the unstiffened one.

21.3 Finite Element Modeling and Analysis Using ANSYS

Objective of performing finite element simulation is to provide independent vali-
dation of the experimental results. This analysis is undertaken to generate the results
for the same parameters as found out from the experiments (static deflection and
loaded natural frequencies) and perform a comparison. The entire finite element
studies are carried out with the help of finite element software ANSYS
Mechanical APDL 15.0. The analysis performed in ANSYS can be conveniently
divided into three stages, namely preprocessing, solution, and post-processing.

21.3.1 Selection of Element Type

In the finite element procedure, the main task is to replicate all the physical con-
ditions that are employed in the laboratory experiment. As the basic structural
element under consideration is a plate with stiffeners, so in the preprocessing stage
of ANSYS the element is chosen to have similar features with the test specimens. In
this regard, SHELL 181 element is used to model the plate and SOLID 186 is
utilized for the stiffeners. SHELL 181 is an element with four nodes, and each of
these nodes has six degrees of freedom. This element is equipped to handle linear,
large rotation, and/or large strain nonlinear applications and can be used for ana-
lyzing thin to moderately thick shell structures. On the other hand, SOLID 186 is a
3-D solid element with 20 nodes, each with three degrees of freedom. This element
exhibits quadratic displacement behavior. All the material properties are provided
for mild steel for both the plate and the stiffeners. These material properties are
elastic modulus (E) = 211 GPa, Poisson’s ratio (m) = 0.3, density (q) = 7830 kg/m3,
while shell thickness is supplied as tp = 0.002 m. Property values for both the
elements are kept same as the plate and stiffeners are made out of the same material.
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21.3.2 Modeling and Meshing

The next task is to create a realistic model of the specimens andmeshing the model on
the basis of selected element types. Modeling is done by creating areas as per the
previously mentioned plate dimensions. The stiffeners are created by drawing the
appropriate area according to dimensions and extruding it in the normal direction. For
different types of stiffened plates, different stiffener orientations are fashioned fol-
lowing appropriate measure. After modeling is completed, meshing is performed for
unstiffened and each type of concentrically stiffened plates. Meshing is the process of
dividing the physical domain into smaller elements upon which the analysis is carried
out. First of all, the element size is fixed and this selection is on the basis of number of
divisions that are intended on the plate and stiffeners. As by increasing the number of
divisions (i.e., by creating a finer mesh) the accuracy of the results increases, it is
necessary to create sufficient divisions to obtain better results. Figures 21.5 and 21.6
show (a) created model and (b) meshing of model in ANSYS for uniaxially single
stiffened (UASS) and biaxially cross stiffened (BACS) plates, respectively.

Fig. 21.5 a Created model and b meshing of model in ANSYS for uniaxially single stiffened
(UASS) plate

Fig. 21.6 a Created model and b meshing of model in ANSYS for biaxially cross stiffened
(BACS) plate
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21.3.3 Contact of Stiffener with Plate

Another important aspect of modeling the specimen is to define the type of contact
between the plate and the stiffeners. Physically, the stiffener is attached to the plate
by spot welding process. It should be mentioned here that as the plate thickness is
small it is difficult to perform a continuous welding of the stiffener to the plate. Due
to excessive heat generation, there is a chance of distortion and bending of the plate.
So, the stiffener in reality is rigidly connected to the plate at the locations of spot
welding. In order to model the contact nature at the interface of the plate and
stiffener, a contact pair consisting of a contact surface and target surface is defined.
The stiffener element is chosen for target surface, and plate element is chosen as
contact element using contact manager option in ANSYS. Here, certain optional
settings are to be set before the contact pair is created. First, multi-point constraint
(MPC) algorithm is selected as the formulation for contact region. The formulation
for the contact region is the mathematical method that the code uses to enforce the
contact compatibility conditions such as no penetration allowed, no separation, no
sliding. The multi-point constraint (MPC) connection uses rigid constraint equa-
tions between the solid elements on the contact and target faces for a truly bonded
connection. The contact detection is assumed to be on nodes normal to target, and
behavior of contact surfaces is always bonded. There is no initial penetration, while
the type of constraints remains in auto assembly detection and automatic contact
adjustment is set as close gap.

21.3.4 Finite Element Solution

Once the preprocessing is finished with setting up the problem accurately, solutions
can be obtained by running the specialized solvers. Before the solution is performed
in static analysis, some solution parameters need to be predefined. In solution
control, the option is set as large displacement static analysis, where the loads are
imparted in certain substeps. Next, the boundary conditions are imposed by pro-
viding constraints (zero displacement in all three directions) at the edges of the plate
so that the entire boundary remains in clamped condition. Then, a uniformly dis-
tributed transverse load of a certain magnitude is applied to the specimen. Finally,
the solution is obtained by clicking the run option. Once converged results are
obtained, one can move onto the post-processing segment for documentation of the
obtained data. The same procedure is repeated from loading onward with a mod-
ified (increased) value of the transverse load. After a few iterations of the same
process, results for the desired load range are obtained.

In order to obtain the loaded natural frequencies of the system, a prestressed
modal analysis needs to be performed. Here as a prerequisite to the modal analysis,
large amplitude static analysis is to be carried out with prestress effects taken into
account. Apart from that, the other steps are same as the normal static analysis.
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So, application of boundary conditions, transverse loading, and running the solution
remains the same as before, but once the solution is obtained it is necessary to check
the nodal deflection value. After that, one needs to restart the process as a modal
analysis, which is tackled through perturbation technique. For modal solution, some
analysis options are to be set before moving on to solving. Block Lanczos mode
extraction method is used for the analysis. Block Lanczos is an extraction method to
solve the modal problem of a large model of many modes. The method works well
when the model consists of shells or a combination of solids and shells. Once the
converged solution is obtained, it is necessary to retrieve the identified modal
analysis data from the perturbation result file. The method is repeated for increasing
values of transverse uniformly distributed loads, so that the variations in loaded
natural frequencies can be plotted.

21.3.5 Post-processing

Once the solution is obtained for static analysis, it has been checked for the z
component nodal solution value for all the load conditions. The data are utilized to
plot the normalized pressure–deflection curves for the system. In the modal anal-
ysis, natural frequencies are extracted to plot the backbone curves.

21.4 Results and Discussions

The present experimental analysis of concentrically stiffened plates has two main
objectives: determination of static deflection and finding out the loaded natural
frequencies of the system under uniform transverse loading. It is also intended to
observe the effect of number, positioning, and orientation of the stiffeners on the
static and free vibration characteristics of the system. All the results, static as well
as dynamic, are normalized with respect to appropriate parameters and plotted in
non-dimensional planes using Grapher 8.0 software. Load–deflection curves are
obtained from the static experiments, and these curves are exhibited in a
non-dimensional plane, where the abscissa is normalized intensity of uniformly
distributed load (Pa4/Eptp

4), while the ordinate represents normalized deflection (w/tp).
The experimental data of the free vibration tests are plotted as backbone curves. In
this plot, the abscissa represents normalized frequency (x/x1) and normalized
deflection (w/tp) is shown along the ordinate.
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21.4.1 Validation Study

Validation of the present experimental and finite element analysis is carried out with
respect to previously published and established results. The comparisons are done
with respect to the results furnished by Mitra et al. [21], who conducted experi-
mental investigations of static and dynamic behavior of eccentrically stiffened
plates. In this regard, it should be mentioned here that eccentric stiffening is
associated with stiffeners fixed to only one face of the plate. Geometric details of
the specimens in that study were as follows: L = 480 mm, tp = 0.002 mm,
Ls = 400 mm, bs = 0.005 mm, ts = 0.025 mm. Here, the same experiments are
performed in the laboratory along with simulations in ANSYS and the results are
plotted together in Fig. 21.7 (static deflection results) and Fig. 21.8 (backbone
curves for free vibration analysis). Each of the two figures contains two separate
cases corresponding to unstiffened plate and uniaxially single stiffened (UASS)
eccentric plates. It is seen from the comparisons that the general trend of the curves
is quite similar. Experimental results and finite element simulation results generated
in ANSYS are verified against numerical results of a semi-analytical displacement-
based analysis put forward by Mitra et al. [21]. From the validation study, it can be
said that the present experimental procedure and FE analysis generate authentic
results within the limitations of experimental errors and differences in different
types of modeling.

Fig. 21.7 Comparison of static results for a unstiffened and b uniaxially single stiffened eccentric
plates
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21.4.2 Static Analysis

The experimental results acquired from static deflection tests are matched against
those generated by finite element (FE) simulation of ANSYS 15.0. The plate and
stiffener dimensions of the specimens used in the experiment are supplied to the
ANSYS simulation, and the boundary condition is assumed as all edges clamped.
The deflection values obtained for both types of analysis are normalized by
thickness of plate, and the normalized load–deflection plots for UASS plates are
furnished in Fig. 21.9. Normalized load–deflection plots (obtained experimentally
and through ANSYS) for uniaxially double stiffened (UADS), biaxially cross
stiffened (BACS), diagonally cross stiffened (DCS), and biaxially double stiffened
(BADS) plates are presented in Fig. 21.10. It should be mentioned here that in these
figures the normalized deflection on the vertical axis corresponds to either point A
or point B, depending on whichever is higher. As mentioned previously, in the
static deflection results the x-axis is normalized load.

It is observed from these figures that the experimental curve and that generated
by finite element simulation display similar trends. However, experimental results
are found to be significantly higher than those predicted by ANSYS. From the
figures, it is evident that the normalized deflection is more in case of DCS plates
while the values of deflection for BADS plates are quite low. This is an expected
outcome as with increase in stiffener number the overall stiffness of the system
increases giving rise to lower deflection at the same load level.

The difference between the simulated (ANSYS) and experimental load–deflec-
tion curves can be attributed to variation in the boundary conditions in the two
situations. In case of experimentation, the plate is bolted securely to the frame, thus
nullifying any vertical displacement. However, the axial displacement is restricted

Fig. 21.8 Comparison of free vibration results for a unstiffened and b uniaxially single stiffened
eccentric plates

450 S. Mandal et al.



www.manaraa.com

only by the frictional force generated by the clamping pressure between the plate
and the frame. At low pressure, intensity friction may be sufficient to stop any kind
of in-plane displacement, but at higher pressure the edges of the plate may be
rendered movable. On the other hand, in ANSYS the boundary condition provided
at the edges of the plates completely restricts movement in transverse as well as
axial direction. It is noticeable that the variation between experimentation and
simulation results increases with increase in pressure. It is indicative of the fact that
at high transverse pressure, stretching forces come into picture. It is also important
to point out that the interaction between the stiffeners while crossing each other may
contribute toward determining the overall behavior of the system. In finite element
modeling, the interaction between the stiffeners at this interface has been neglected.
This may also be one of the reasons behind the divergences in the deflection values
obtained from experimental and ANSYS results.

21.4.3 Free Vibration Analysis and Backbone Curves

In the present analysis, variation of natural frequencies of free vibration with respect
to increase in transverse loading on the system has been studied for different
concentrically stiffened plates. Large amplitude dynamic behavior of a system is
represented by backbone curves. Finite element simulation results are compared
with the experimentally obtained ones in terms of the backbone curve (first mode
of vibration) as shown in Fig. 21.11 for UASS plates. This backbone curve is
depicted in a non-dimensional plane (normalized frequency versus normalized

Fig. 21.9 Normalized load–
deflection plot for uniaxially
single stiffened concentric
plate
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displacement). The normalization of the frequency axis is done with respect to the
linear fundamental frequency (x1) (at zero load condition) of the specimen. Hence,
it is important to individually provide the normalization values for each of the plate
specimens. In Table 21.3, the first natural frequency (x1) at no-load condition is
supplied for various concentrically stiffened plates corresponding to experimental
and finite element analysis. Utilizing the values provided in the table, the
non-dimensional backbone curves can be readily transformed into dimensional
curves and data corresponding to any load value can be extracted for practical use.

Experimentally obtained backbone curves for the fundamental mode along with
those simulated in ANSYS for UADS, BACS, DCS, and BADS plates are fur-
nished in Fig. 21.12. It is visible from the figure that in the non-dimensional plane
the experimentally generated backbone curve for UADS and BACS plate is in close
proximity to those generated from ANSYS. However, it does not indicate that the

Fig. 21.10 Normalized load–deflection curve for a uniaxially double stiffened, b biaxially cross
stiffened, c diagonally cross stiffened, d biaxially double stiffened concentric plates subjected to
transverse uniformly distributed load
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actual values of the frequencies are matching closely; but the trends of both the
curves are almost identical. The results corresponding to BADS plate exhibit slight
variation, whereas results for DCS plate show a significant difference from the
experimental curves. However, hardening-type (increase in load/deflection causes
loaded natural frequency to increase) nonlinearity is exhibited in all the cases.

The free vibration results evidently demonstrate that for each of the types of
stiffened plates at lower end of pressure, difference between finite element simu-
lation and experimental results is minor. But the two curves tend to move apart
from each other with increase in pressure. In order to get to the root cause of the
deviations, further detailed studies are necessary. But at this point, it can be
quite safely inferred that better matching between the two sets of data would be
obtained through realistic modeling of boundary conditions of the plates in ANSYS.

Fig. 21.11 Backbone curve
for uniaxially single stiffened
concentric plate

Table 21.3 Natural frequency for first mode of vibration at no-load condition for different types
of concentrically stiffened plates

Sl. no. Plate type Pressure or load (kg/cm2) Natural frequency (Hz)

Experimental Finite elements

1 UASS 0 230 256.91

2 UADS 0 368 426.45

3 BACS 0 354 417.07

4 DCS 0 215.2 202.96

5 BADS 0 430 552.60
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Instead of providing no displacement at the edges of the plates, a finite yet small
amount of in-plane displacement reduces the overall stiffness of the system, hence
bringing down the natural frequency values. Another source of deviation could be
in the nature of interaction at the plate–stiffener interface. In case of the physical
specimens, the stiffeners are attached to the plate by welding at some predefined
positions, but in the simulation 3-D model the stiffener is attached to the plate
throughout by bonded condition.

Fig. 21.12 Backbone curves corresponding to fundamental mode of frequency for a uniaxially
double stiffened, b biaxially cross stiffened, c diagonally cross stiffened, d biaxially double
stiffened concentric plates
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21.5 Conclusions

The present paper conducts an experimental study into static and free vibration
behavior of different types of concentrically stiffened plates subjected to uniform
transverse pressure. The laboratory tests are conducted by utilizing an experimental
setup with provision for bolting at all edges of the plate specimen to simulate
clamped boundaries. The setup also has provision for introducing high-pressure air
from a compressor into an enclosed chamber such that uniformly distributed
transverse loading can be obtained. Experiments are carried out for an unstiffened
and five separate types of concentric stiffened plates. These are uniaxially single
stiffened (UASS), uniaxially double stiffened (UADS), biaxially cross stiffened
(BACS), diagonally cross stiffened (DCS), biaxially double cross (BADS) plates.
The objective of the present work is the determination of maximum static deflection
of the plate under external uniform transverse loading, while the loaded natural
frequencies are obtained from the free vibration tests. A validation study has been
conducted by comparison with previously published results to authenticate the data
obtained from experiments as well as finite element analysis. Normalized load–
deflection plots are presented as the results of static experiment, whereas frequency
data are provided as backbone curves in a non-dimensional plane. The results show
hardening-type nonlinearity for the system, which indicates that the loaded natural
frequency increases with increasing pressure. The experimental results for both
static and free vibration studies are compared with those generated by the finite
element simulation in ANSYS 15.0 software. Although in terms of magnitude the
experimental results are found to be higher than the finite element simulations, the
trend of the two sets of curves is quite similar.
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Chapter 22
A Shaft Finite Element for Analysis
of Viscoelastic Tapered and Hollow
Tapered Rotors

Amit Bhowmick, Arghya Nandi, Sumanta Neogy
and Smitadhi Ganguly

22.1 Introduction

A load deformation characteristic of solid material is explained by Hooke’s law for
linear elastic material, where energy is stored when load is applied and released on
unloading without any energy dissipation. In presence of relative velocity
in-between fluid layers energy dissipates, where dissipated energy is directly pro-
portional to the rate of shear strain and shear stress is quantified by Newton’s law of
viscosity. In reality, solid materials not only store energy but also dissipate energy
on application of external load. In free vibration analysis of a damped flexible rotor,
several models explaining both storing and dissipation of energy are used to
incorporate this energy dissipation, like two-, three- or four-element spring damper
model, Maxwell model, Maxwell–Wiechert model and Kelvin–Voigt model.

In the literature of vibration analysis of rotor-bearing system, several works have
been done using finite element approach. Finite element model for rotor-bearing
system considering Euler–Bernoulli beam theory for taper and cylindrical shaft is
analysed by Nelson [1, 2]. Similarly, a comparative study on dynamic analysis of
rotor is done [4] in between Timoshenko and Euler–Bernoulli theory for different
slenderness ratio of rotor. These analyses are performed considering the shaft
material as elastic. In free vibration analysis, gyroscopic force makes natural fre-
quency to be dependent of spin speed and real part remains zero, but if damping is
present in material, then the real part becomes nonzero, and after certain spin speed,
this value becomes positive which makes system unstable. Hence, the study of rotor
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considering damping is important to find out the spin speed beyond which real part
of eigenvalue becomes positive.

Detailed FEM formulation of rotor-bearing system on spinning reference frame
is done by Ganguly et al. [3] considering Euler–Bernoulli beam theory for cylin-
drical rotor element. In this current work, stability analysis of a tapered viscoelastic
rotor is investigated using Maxwell–Wiechert model and a comparison is carried
out in between stepped cylindrical rotor element and tapered rotor element in terms
number of element required to converge using Euler–Bernoulli beam theory.

22.2 Maxwell–Wiechert Model

Maxwell–Wiechert model used to describe the behaviour of linear viscoelastic
materials. In this model a spring is connected to one or more then one number of
Maxwell Branch (Spring and damper connected in series). Figure 22.1 represents
Maxwell–Wiechert model with three numbers of Maxwell branch. In this current
work, we have considered this model.

Fig. 22.1 Maxwell–
Wiechert model with ‘n’
number of Maxwell branch
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22.3 Formulations

22.3.1 Equation of Motion

Finite element model is formulated using virtual work principle. Expression for
virtual strain energy and virtual work is given by Eqs. (22.1) and (22.2),
respectively.
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Strain energy will be equal to virtual work, and hence, the equation of motion in
spinning frame is presented by Eq. (22.3)
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And corresponding equation in state space is given below (Eq. 22.4).

An½ � _Un
� �þ Bn½ � Unf g ¼ fnf g ð22:4Þ

Details of expression for all element matrices are shown in Appendix 1.
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22.3.2 Formulation of Element Matrices

For numerical analysis of viscoelastic tapered rotor, two types of rotor elements are
formulated

(i) Solid tapered rotor element.
(ii) Hollow tapered rotor element.

Details of expression of formulated element matrices are given in Appendix 1.

22.4 Validation

For validation of formulated code, the results achieved by current analysis are
compared with ANSYS and Ref. [2] as described below. Five different cases are
considered

a. Solid elastic tapered rotor without disc (Fig. 22.2a).
b. Solid viscoelastic uniform rotor with eccentric disc (Fig. 22.2b).
c. Hollow elastic tapered rotor without disc (Fig. 22.2c).
d. Solid viscoelastic tapered rotor with eccentric disc (Fig. 22.2d).

22.4.1 Validation of Tapered Solid Rotor Element

First of all, frequency response is computed for a mild steel, solid tapered rotor
without disc (Case ‘a’). The results are in good agreement with those found using
ANSYS (Fig. 22.3). Now a uniform (non-tapered) PVC rotor (Case ‘b’) is con-
sidered for which the stability limit is obtained. The results are identical with those
presented in Ref. [3] and are shown in Fig. 22.4.

22.4.2 Validation of Tapered Hollow Rotor Element

Frequency response is computed for a mild steel, hollow tapered rotor without disc
(Case ‘c’). The results match those found using ANSYS (Fig. 22.5). A viscoelastic,
solid tapered rotor (Case ‘d’) is considered next. The stability limit for this rotor is
obtained using hollow tapered element with a zero value for the inner radius. The
results are compared with the stability limits obtained using solid tapered rotor
element (Fig. 22.6) and found to be in good agreement.
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22.5 Results and Analysis

22.5.1 Stability Analysis

A simply supported solid tapered rotor and a hollow tapered rotor have been taken
(Figs. 22.2d and 22.7, respectively). A rigid disc of mass 1 kg and radius of
gyration 100 mm is placed 100 mm from the centre towards smaller diameter for
both the rotors. Both PVC and mild steel have been used as rotor materials.

Fig. 22.2 Rotor model for numerical analysis—a solid tapered beam, b solid uniform rotor with
eccentric disc, c hollow tapered beam and d solid tapered rotor with eccentric disc

22 A Shaft Finite Element for Analysis of Viscoelastic … 461



www.manaraa.com

22.5.1.1 Example 1: Solid Tapered Rotor

The rotor configuration is shown in Fig. 22.2d. For both PVC and mild steel, a
Maxwell–Wiechert material model with three branches is considered. The branch
properties are presented in Table 22.1. The stability limit is computed using the
proposed tapered solid element and stepped cylindrical element (Ref. [3]). The
results are compared in Table 22.2. For solid tapered shaft made up of PVC, taper
element model takes 9 elements (Fig. 22.8), whereas stepped cylindrical element
model requires more than 24 elements to converge (Fig. 22.9), and a comparative
plot is shown in Fig. 22.10. For mild steel, solid tapered shaft, taper element takes 9

Fig. 22.3 Comparison of frequency response for solid tapered rotor obtained by current analysis
and ANSYS

Fig. 22.4 Comparative plot of maximum real part versus spin speed for solid straight rotor
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Fig. 22.5 Comparison of frequency response for hollow tapered rotor obtained by current analysis
and ANSYS

Fig. 22.6 Comparative plot of maximum real part versus spin speed for solid straight rotor

Fig. 22.7 Tapered hollow rotor with eccentric disc for numerical analysis

22 A Shaft Finite Element for Analysis of Viscoelastic … 463



www.manaraa.com

Table 22.1 Material properties of PVC and mild steel, taken from Refs. [3, 5], respectively

Material PVC Mild steel

E 2:46� 1010 N=m2 2:0� 1011 N
m2

E1 0:858� 1010 N=m2 3:407� 109 N
m2

E2 0:494� 1010 N=m2 2:651� 109 N
m2

E3 0:285� 1010 N=m2 3:407� 109 N
m2

g1 0:4� 106 Ns=m2 1:136� 108 Nsm2

g2 0:752� 106 Ns=m2 8:836� 106 Nsm2

g3 1:32� 106 Ns
m2 1:136� 106 Nsm2

q 200 kg=m3 7800 kg=m3

Table 22.2 Comparison of shaft spin speed of stable operation for solid tapered shaft for mild
steel and PVC material

Stability frequency limit

Material Mild steel PVC

Element type Taper Cylindrical Taper Cylindrical

No. of element 3(2 + 1) 848.86 746.53 523.06 452.35

6(4 + 2) 860.04 828.89 517.52 496.89

9(6 + 3) 860.02 846.00 516.74 507.85

12(8 + 4) 859.94 852.16 516.57 511.73

15(10 + 5) 859.89 855.00 516.52 513.50

18(12 + 6) 859.88 856.51 516.51 514.45

21(14 + 7) 859.87 857.42 516.51 515.01

24(16 + 8) 859.87 858.01 516.50 515.37

Fig. 22.8 Element-wise stability plot for solid tapered PVC rotor obtained with solid tapered
element
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elements (Fig. 22.11), whereas stepped cylindrical element needs more than 24
elements to converge (Fig. 22.12). A comparative plot is shown in Fig. 22.13.

22.5.1.2 Example 2: Hollow Tapered Rotor

The rotor configuration is shown in Fig. 22.7. The material properties are same as
those considered in the previous example. The computed stability limits using the
proposed element and stepped cylindrical element are compared in Table 22.3.

Fig. 22.9 Element-wise stability plot for solid tapered PVC rotor obtained with stepped
cylindrical element

Fig. 22.10 Element-wise comparative plot of frequency limit of stable operation for solid tapered
PVC rotor
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Relevant plots for PVC hollow tapered rotor are shown in Figs. 22.14, 22.15 and
22.16. For mild steel, hollow tapered rotor, the comparative plots are presented in
Figs. 22.17, 22.18 and 22.19.

22.5.2 Frequency Response Analysis

Comparative study of frequency responses of the above-mentioned rotors is per-
formed next.

Fig. 22.11 Element-wise stability plot for solid tapered mild steel rotor obtained with solid
tapered element

Fig. 22.12 Element-wise stability plot for solid tapered mild steel rotor obtained with stepped
cylindrical element
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22.5.2.1 Example 3: Solid Tapered Rotor

The rotor of Example 1 is now considered as a beam (non-rotating). A harmonic
excitation is applied at the location of disc, and the response is computed at the
same location. First resonant frequency with increasing number of elements is
shown in Figs. 22.20 and 22.21. Figures 22.22 and 22.23 show the frequency
responses of solid tapered rotor of mild steel and PVC material, respectively.

Fig. 22.13 Element-wise comparative plot of frequency limit of stable operation for solid tapered
mind steel rotor

Table 22.3 Comparison of shaft spin speed of stable operation for hollow tapered shaft for mild
steel and PVC material

Stability frequency limit

Material Mild steel PVC

Element type Taper Cylindrical Taper Cylindrical

No. of element 3(2 + 1) 918.92 876.91 453.62 425.79

6(4 + 2) 937.63 937.04 461.69 460.29

9(6 + 3) 945.90 952.01 465.53 468.27

12(8 + 4) 950.26 957.43 467.67 471.05

15(10 + 5) 952.97 959.88 469.01 472.33

18(12 + 6) 954.81 961.19 469.92 473.01

21(14 + 7) 956.14 961.97 470.57 473.41

24(16 + 8) 957.12 962.48 471.06 473.67
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22.5.2.2 Example 4: Hollow Tapered Rotor

Just like Example 3, the rotor of Example 2 is considered as a beam with harmonic
excitation at the location of disc. Figures 22.24 and 22.25 show the variation of first
resonant frequency with increasing number of elements. The frequency responses
of solid tapered rotor of mild steel and PVC material are plotted in Figs. 22.26 and
22.27, respectively.

Fig. 22.14 Element-wise comparative plot of frequency limit of stable operation for hollow
tapered PVC rotor

Fig. 22.15 Element-wise stability plot for hollow tapered PVC rotor obtained with hollow tapered
element
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Fig. 22.16 Element-wise stability plot for hollow tapered PVC rotor obtained with stepped
cylindrical element

Fig. 22.17 Element-wise comparative plot of frequency limit of stable operation for hollow
tapered mild steel rotor
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Fig. 22.18 Element-wise stability plot for hollow tapered mild steel rotor obtained with hollow
tapered element

Fig. 22.19 Element-wise stability plot for hollow tapered mild steel rotor obtained with stepped
cylindrical element
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Fig. 22.20 Element-wise comparative plot of first resonant frequency for solid tapered PVC rotor

Fig. 22.21 Element-wise comparative plot of first resonant frequency for solid tapered mild steel
rotor
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Fig. 22.22 Frequency response of solid tapered PVC rotor

Fig. 22.23 Frequency response of solid tapered mild steel rotor
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Fig. 22.24 Element-wise comparative plot of first resonance frequency for hollow tapered PVC
rotor

Fig. 22.25 Element-wise comparative plot of first resonance frequency for hollow tapered mild
steel rotor
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Fig. 22.26 Frequency response of hollow tapered PVC rotor

Fig. 22.27 Frequency response of hollow tapered mild steel rotor
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22.6 Conclusions

From the analysis, it has been found that tapered rotor element produces equally
accurate results with smaller number of elements than stepped cylindrical rotor
element. The results using tapered rotor element are expected to match with
closed-form solution for linearly tapered rotors. However, for rotors tapered other
way the tapered rotor element is expected to produce converged results with much
lesser elements than stepped cylindrical rotor elements.

Appendix 1

(i) Translation mass matrix

Me
T

� � ¼ ZL

0

l xð Þ½w�T w½ �dx

Me
T

� � ¼ l0L
420

M11 0 0 M12 M13 0 0 M14

M11 �M12 0 0 M13 �M14 0

M22 0 0 �M23 M24 0

M22 M23 0 0 M24

M33 0 0 M34

M33 �M34 0

Symmetric M44 0

M44

2
66666666666664

3
77777777777775

where

M11 ¼ 156þ 72NLþ 12:67N2L2
� �

M12 ¼ 22Lþ 14NL2 þ 2:83N2L3
� �

M13 ¼ 54þ 54NLþ 15:33N2L2
� �

M14 ¼ �13L� 12NL2 � 3:17N2L3
� �

M22 ¼ 4L2 þ 3NL3 þ 0:67N2L4
� �

M23 ¼ 13Lþ 14NL2 þ 4:17N2L3
� �

M24 ¼ �3L2 � 3NL3 � 0:83N2L4
� �

M33 ¼ 156þ 240NLþ 96:67N2L2
� �

M34 ¼ �22L� 30NL2 � 10:83N2L3
� �

M44 ¼ 4L2 þ 5NL3 þ 1:67N2L4
� �
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(ii) Rotational mass matrix

Me
R

� � ¼ ZL

0

iD xð Þ½u�T u½ �dx

Me
R

� � ¼ l0r
2
0

120L

m11 0 0 m12 m13 0 0 m14

m11 �m12 0 0 m13 �m14 0

m22 0 0 �m23 m24 0

m22 m23 0 0 m24

m33 0 0 m34

m33 �m34 0

Symmetric m44 0

m44

2
66666666666664

3
77777777777775

where

m11 ¼ 36þ 72NLþ 67:7N2L2 þ 25:7N3L3 þ 4:29N4L4
� �

m12 ¼ 3Lþ 12NL2 þ 12:86N2L3 þ 6N3L4 þ 1:1N4L5
� �

m13 ¼ �36� 72NL� 61:7N2L2 � 25:7N3L3 � 4:29N4L4
� �

m14 ¼ 3L� 5:14N2L3 � 4:29N3L4 � 1:1N4L5
� �

m22 ¼ 4L2 þ 4NL3 þ 3:43N2L4 þ 1:57N3L5 þ 0:29N4L6
� �

m23 ¼ �3L� 142NL2 � 12:86N2L3 � 6N3L4 � 1:1N4L5
� �

m24 ¼ �L2 � 2NL3 � 2:57N2L4 � 1:57N3L5 � 0:36N4L6
� �

m33 ¼ 36þ 72NLþ 61:71N2L2 þ 25:7N3L3 þ 4:29N4L4
� �

m34 ¼ �3Lþ 5:14N2L3 þ 4:29N3L4 þ 1:1N4L5
� �

m44 ¼ 4L2 þ 12NL3 þ 15:4N2L4 þ 9:29N3L5 þ 2:14N4L6
� �
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(iii) Bending stiffness matrix

Ke½ � ¼ ZL

0

I xð Þ½w00�T w00½ �dx

Ke½ � ¼ I0
L3

K11 0 0 K12 K13 0 0 K14

K11 �K12 0 0 K13 K14 0

K22 0 0 �K23 �K24 0

K22 K23 0 0 K24

K33 0 0 K34

K33 �K34 0

Symmetric K44 0

K44

2
66666666666664

3
77777777777775

where

K11 ¼ 12þ 24NLþ 28:8N2L2 þ 16:8N3L3 þ 3:8N4L4
� �

K12 ¼ 6Lþ 8NL2 þ 8:4N2L3 þ 4:8N3L4 þ 1:1N4L5
� �

K13 ¼ � 12þ 24NLþ 28:8N2L2 þ 16:8N3L3 þ 3:8N4L4
� �

K14 ¼ 6Lþ 16NL2 þ 20:4N2L3 þ 12N3L4 þ 2:7N4L5
� �

K22 ¼ 4L2 þ 4NL3 þ 3:2N2L4 þ 1:6N3L5 þ 0:34N4L6
� �

K23 ¼ � 6Lþ 8NL2 þ 8:4N2L3 þ 4:8N3L4 þ 1:1N4L5
� �

K24 ¼ 2L2 þ 4NL3 þ 5:2N2L4 þ 3:2N3L5 þ 0:74N4L6
� �

K33 ¼ 12þ 24NLþ 28:8N2L2 þ 16:8N3L3 þ 3:8N4L4
� �

K34 ¼ � 6Lþ 16NL2 þ 20:4N2L3 þ 12N3L4 þ 2:7N4� �
K44 ¼ 4L2 þ 12NL3 þ 15:2N2L4 þ 8:8N3L5 þ 1:94N4L6

� �
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(iv) Translation mass matrix for tapered and hollow element

Me
T

� � ¼ ZL

0

l xð Þ½w�T w½ �dx

Me
T

� � ¼ l0L
420

M11 0 0 M12 M13 0 0 M14

M11 �M12 0 0 M13 �M14 0

M22 0 0 �M23 M24 0

M22 M23 0 0 M24

M33 0 0 M34

M33 �M34 0

Symmetric M44 0

M44

2
66666666666664

3
77777777777775

where

M11 ¼ 38
3

� 	
ðN12L2 � N22L2Þþ 72 N1L� N2fLð Þþ 156 1� f 2

� �
M12 ¼ 17

6

� 	
ðN12L3 � N22L3Þþ 14 N1L2 � N2fL2

� �þ 22 L� Lf 2
� �

M13 ¼ 46
3

� 	
ðN12L2 � N22L2Þþ 54 N1L� N2fLð Þþ 54 1� f 2

� �
M14 ¼ � 19

6

� 	
ðN12L3 � N22L3Þ � 12 N1L2 � N2fL2

� �� 13 L� Lf 2
� �

M22 ¼ 2
3

� 	
ðN12L4 � N22L4Þþ 3 N1L3 � N2fL3

� �þ 4 L2 � L2f 2
� �

M23 ¼ � 25
6

� 	
ðN12L3 � N22L3Þ � 14 N1L2 � N2fL2

� �� 13 L� Lf 2
� �

M24 ¼ � 5
6

� 	
ðN12L4 � N22L4Þ � 3 N1L3 � N2fL3

� �� 3 L2 � L2f 2
� �

M33 ¼ 290
3

� 	
ðN12L2 � N22L2Þþ 240 N1L� N2fLð Þþ 156 1� f 2

� �
M34 ¼ � 65

6

� 	
ðN12L3 � N22L3Þ � 30 N1L2 � N2fL2

� �� 22 L� Lf 2
� �

M44 ¼ 5
3

� 	
ðN12L4 � N22L4Þþ 5 N1L3 � N2fL3

� �þ 4 L2 � L2f 2
� �
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(v) Rotational mass matrix for tapered and hollow element

Me
R

� � ¼ ZL

0

iD xð Þ½u�T u½ �dx

Me
R

� � ¼ l0r
2
0

120L

m11 0 0 m12 m13 0 0 m14

m11 �m12 0 0 m13 �m14 0

m22 0 0 �m23 m24 0

m22 m23 0 0 m24

m33 0 0 m34

m33 �m34 0

Symmetric m44 0

m44

2
66666666666664

3
77777777777775

where
m11 ¼ 36 1� f 4

� �þ 72 N1L� N2f 3L
� �þ 432

7

� 	
N12L2 � N22f 2L2
� �

þ 180
7

� 	
N13L3 � N23fL3
� �þ 30

7

� 	
N14L4 � N24L4
� �

m12 ¼ 3 L� Lf 4
� �þ 12 N1L2 � N2f 3L2

� �þ 90
7

� 	
N12L3 � N22f 2L3
� �

þ 6 N13L4 � N23fL4
� �þ 15

14

� 	
N14L5 � N24L5
� �

m13 ¼ �36 1� f 4
� �� 72 N1L� N2f 3L

� �� 432
7

� 	
N12L2 � N22f 2L2
� �

þ 180
7

� 	
N13L3 � N23fL3
� �� 30

7

� 	
N14L4 � N24L4
� �

m14 ¼ 3 L� Lf 4
� �� 36

7

� 	
N12L3 � N22f 2L3
� �� 30

7

� 	
N13L4 � N23fL4
� �

� 15
14

� 	
N14L5 � N24L5
� �

m22 ¼ 4 L2 � L2f 4
� �þ 4 N1L3 � N2f 3L3

� �þ 24
7

� 	
N12L4 � N22f 2L4
� �

þ 11
7

� 	
N13L5 � N23fL5
� �þ 2

7

� 	
N14L6 � N24L6
� �

m23 ¼ �3 L� Lf 4
� �� 12 N1L2 � N2f 3L2

� �� 90
7

� 	
N12L3 � N22f 2L3
� �

� 6 N13L4 � N23fL4
� �� 15

14

� 	
N14L5 � N24L5
� �

m24 ¼ � L2 � L2f 4
� �� 2 N1L3 � N2f 3L3

� �� 18
7

� 	
N12L4 � N22f 2L4
� �

� 11
7

� 	
N13L5 � N23fL5
� �� 5

14

� 	
N14L6 � N24L6
� �

m33 ¼ 36 1� f 4
� �þ 72 N1L� N2f 3L

� �þ 432
7

� 	
N12L2 � N22f 2L2
� �

þ 180
7

� 	
N13L3 � N23fL3
� �þ 30

7

� 	
N14L4 � N24L4
� �

m34 ¼ �3 L� Lf 4
� �þ 36

7

� 	
N12L3 � N22f 2L3
� �

þ 30
7

� 	
N13L4 � N23fL4
� �þ 15

14

� 	
N14L5 � N24L5
� �

m44 ¼ 4 L2 � L2f 4
� �þ 12 N1L3 � N2f 3L3

� �þ 108
7

� 	
N12L4 � N22f 2L4
� �

þ 65
7

� 	
ðN13L5 � N23fL5Þþ 15 N14L6 � N24L6

� �
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(vi) Bending stiffness matrix for tapered and hollow element

Ke
e

� � ¼ ZL

0

I xð Þ½w00�T w00½ �dx

Ke
e

� � ¼ I0
L3

K11 0 0 K12 K13 0 0 K14

K11 �K12 0 0 K13 �K14 0

K22 0 0 �K23 K24 0

K22 K23 0 0 K24

K33 0 0 K34

K33 �K34 0

Symmetric K44 0

K44

2
66666666666664

3
77777777777775

where
K11 ¼ 12 1� f 4

� �þ 24 N1L� N2f 4L
� �þ 144

5

� 	
ðN12L2 � N22f 4L2Þ

þ 84
5

� 	
N13L3 � N23f 4L3
� �þ 132

35

� 	
N14L4 � N24f 4L4
� �

K12 ¼ 6 L� Lf 4
� �þ 8 N1L2 � N2f 4L2

� �þ 42
5

� 	
ðN12L3 � N22f 4L3Þ

þ 24
5

� 	
N13L4 � N23f 4L4
� �þ 38

35

� 	
N14L5 � N24f 4L5
� �

K13 ¼ �12 1� f 4
� �� 24 N1L� N2f 4L

� �� 144
5

� 	
ðN12L2 � N22f 4L2Þ

� 84
5

� 	
N13L3 � N23f 4L3
� �� 132

35

� 	
N14L4 � N24f 4L4
� �

K14 ¼ 6 L� Lf 4
� �þ 16 N1L2 � N2f 4L2

� �þ 102
5

� 	
ðN12L3 � N22f 4L3Þ

þ 12 N13L4 � N23f 4L4
� �þ 94

35

� 	
N14L5 � N24f 4L5
� �

K22 ¼ 4 L2 � L2f 4
� �þ 4 N1L3 � N2f 4L3

� �þ 16
5

� 	
ðN12L4 � N22f 4L4Þ

þ 8
5

� 	
N13L5 � N23f 4L5
� �þ 12

35

� 	
N14L6 � N24f 4L6
� �

K23 ¼ 6 L� Lf 4
� �þ 8 N1L2 � N2f 4L2

� �þ 42
5

� 	
ðN12L3 � N22f 4L3Þ

þ 24
5

� 	
N13L4 � N23f 4L4
� �þ 38

35

� 	
N14L5 � N24f 4L5
� �

K24 ¼ 2 L2 � L2f 4
� �þ 4 N1L3 � N2f 4L3

� �þ 26
5

� 	
ðN12L4 � N22f 4L4Þ

þ 16
5

� 	
N13L5 � N23f 4L5
� �þ 26

35

� 	
N14L6 � N24f 4L6
� �

K33 ¼ 12 1� f 4
� �þ 24 N1L� N2f 4L

� �þ 144
5

� 	
ðN12L2 � N22f 4L2Þ

þ 84
5

� 	
N13L3 � N23f 4L3
� �þ 132

35

� 	
N14L4 � N24f 4L4
� �

K34 ¼ �6 L� Lf 4
� �þ 16 N1L2 � N2f 4L2

� �� 102
5

� 	
ðN12L3 � N22f 4L3Þ

� 12 N13L4 � N23f 4L4
� �� 94

35

� 	
N14L5 � N24f 4L5
� �

K44 ¼ 4 L2 � L2f 4
� �þ 12 N1L3 � N2f 4L3

� �þ 76
5

� 	
ðN12L4 � N22f 4L4Þ

þ 44
5

� 	
N13L5 � N23f 4L5
� �þ 68

35

� 	
N14L6 � N24f 4L6
� �
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An½ �

Me½ � 0½ � �g1 K
e� � �g2 K

e� � �g3 K
e� �

0½ � I½ � 0½ � 0½ � 0½ �
0½ � 0½ � g1 K

e� �
0½ � 0½ �

0½ � 0½ � 0½ � g2 K
e� �

0½ �
0½ � 0½ � 0½ � 0½ � g3 K

e� �

2
6666664

3
7777775 Uf g ¼

_Uc
� �
Ucf g
Ub1f g
Ub2f g
Ub3f g

8>>>>><
>>>>>:

9>>>>>=
>>>>>;

Bn½ � ¼

g1 þ g2 þ g3ð Þ K
e� �þ Ge½ � E K

e� �þ Ke
1

� �
0½ � 0½ � 0½ �

� I½ � 0½ � 0½ � 0½ � 0½ �
�g1 K

e� �
0½ � E1 K

e� �
0½ � 0½ �

�g2 K
e� �

0½ � 0½ � E2 K
e� �

0½ �
�g3 K

e� �
0½ � 0½ � 0½ � E3 K

e� �

2
6666664

3
7777775 ff g ¼

f ef g
0f g
0f g
0f g

8>>><
>>>:

9>>>=
>>>;

Appendix 2

Nomenclature

B½ �; w00½ � Strain displacement relation matrix

E Young’s modulus (N/mm2)

fUcg Nodal displacement

g1; g2; g3 Maxwell branch parameter (Ns/mm2)

E1;E2;E3 Maxwell branch parameter (N/mm2)

fUbg Additional nodal variable

Me
T

� �
Translation mass matrix

Me
R

� �
Rotational mass matrix

x Spin speed (Rad/s)

bMe
T

h i
Transformed translation mass matrix in spinning frame

Me½ � Mass matrix, ( Me
T

� �þ Me
R

� �
)

Ke½ � Rl
0
I xð Þ½w00�T w00½ �dx

Ge½ � 2x M̂e
T

� �
Ke
1

� � �x2 Me
T

� �� Me
R

� �� �
fe Unbalance force vector

as Half taper angle

ds Smaller diameter of rotor element (mm)

N (2 tan as=ds)

ahi Half taper angle of inner material line

dhi Inner diameter of rotor element (mm) at smaller end

N2 (2 tan ahi=dhi)

aho Half taper angle of outer material line

dho Outer diameter of rotor element (mm) at smaller end
(continued)
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(continued)

N1 (2 tan aho=dho)

f dhi=dho
L Element length (mm)

l xð Þ Mass of rotor per unit length

id xð Þ Mass moment of inertia per unit length

w½ � Translation displacement function matrix

u½ � Rotational displacement function matrix

I xð Þ Area moment of inertia at x

I0 Smaller area moment of inertia of rotor element (mm4)

l0 Mass per unit length at smaller end of rotor element

r0 Radius of rotor element at smaller end (mm)
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Chapter 23
Numerical Analysis of Heat
Transfer and Entropy Generation
for Natural Convection in a Quadrantal
Cavity with Non-uniform Heating
at the Bottom Wall

Shantanu Dutta, Arup Kumar Biswas and Sukumar Pati

Nomenclature

cp Specific thermal capacity (J kg−1 K−1)
g Acceleration owing to gravity (m s−2)
h Heat transfer coefficient (W m2 K−1)
k Thermal conductivity (W m−1 K−1)
L Enclosure length (m)
Nu Average Nusselt number
Nu Nusselt number (dimensionless)
P Dimensionless pressure
p Pressure (N m2)
Pr Prandtl number (dimensionless)
Ra Rayleigh number (dimensionless)
T Temperature (K)
U, V Dimensionless velocity component in the X- and Y-directions
u, v Velocity component in the x- and y-directions (m s−1)
X, Y Dimensionless coordinates
x, y Cartesian coordinate system
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Greek symbols

a Thermal diffusivity (m2 s−1)
b Coefficient of thermal expansion (K−1)
h Dimensionless temperature
m Kinematic viscosity (m2 s−1)
q Density (kg m−3)
w Stream vorticity (m2 s)
W Dimensionless stream
Vorticity (=w/a)

Subscripts

Avg Average
c Cold wall
h Hot, bottom wall
max Maximum
min Minimum
num Number

23.1 Introduction

Natural convection in an enclosure continues to be a hot topic of research for the
last few decades because of its importance in various engineering applications.
A host of articles both numerical and experimental are available in the literature
pertaining to attributes of fluid flow, thermal transport, and irreversibility analysis in
regular geometries. Davis and De [1] were among the first who presented a
benchmark explanation and results for natural convection considering air as the
working fluid within a square enclosure considering the upright walls being
maintained at unequal temperatures. Hamadi et al. [2] executed a laboratory
experiment and implemented numerical investigation of free convection of air in a
square inclined cavity. From the results presented, they came to conclusions that the
laboratory experiment and numerical investigation were in very good compliance. It
is important to mention here that the geometry of the enclosure considered in most
of the previous studies was regular in nature and accordingly extensive investiga-
tions were carried out on natural convection inside enclosures by considering dif-
ferent fluids and choosing distinctive boundary conditions, such as in square
enclosures [3–6] and rectangular enclosures [7, 8]. A comprehensive list of
investigation, based on natural convection heating strategy, has also been reported
on triangular [9–11], parallelogrammic [12–14], trapezoidal [15, 16] enclosures in
the literature, in the past too.
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Generation of irreversibility in an enclosure can be attributed due to transfer of
heat and fluid flow with distinct boundary conditions causing a difference of
temperature and is an irretrievable process by nature. In order to utilize the energy
resources efficiently and hence for a thermodynamically efficient thermal systems,
the entropy generation associated with the processes should be minimized. Bejan
[39] was the first researcher who popularized the academic fraternity by considering
the principle of minimization of entropy generation. Then onward, several authors
have investigated the effects of several influencing criteria on the entropy genera-
tion characteristics. Many researchers in the past undertook numerical experiments
in studying thermal transport and irreversibility for buoyancy-induced convection in
enclosures. These studies are well documented in the literature and can be referred
here [17–31]. Abu-Hijileh et al. [17] analyzed the irreversibility associated with
buoyancy-induced convection in a horizontal cylinder. The authors came to the
conclusion that increasing the radius of cylinder resulted in a decrease of irre-
versibility. Interested readers working on trapezoidal and triangular enclosures can
refer to articles [18, 19]. Analysis of irreversibility has also been carried out in
complicated enclosures like wavy wall and C-shaped enclosures too and can be
referred to articles [21, 22]. Datta et al. [23] theoretically analyzed buoyancy-
induced convective thermal transport and irreversibility in a square porous cavity
with different block sizes maintained in insulated condition inside the enclosure.
The study gave a clear insight into the readers that the presence of insulated blocks
affected the transfer of heat inside the enclosure. The authors also pointed out in
their study about detailed heatline analysis and multiple regions of heat transfer,
like region of heat transfer enhancement, region of heat transfer enhancement
together with a decrease in entropy production region, and a third region where heat
transfer together with entropy generation abatement was noticed. The authors also
highlighted about a critical insulated block size; over and above, this limit resulted
in heat transfer abatement. Chakravarty et al. [24] numerically investigated the
buoyancy-induced non-equilibrium thermal transport and irreversibility analysis in
a porous cylindrical cavity. The numerical study was achieved for a large range of
Ra (107–1011) and Darcy number (10−6–10−10) and clearly disclosed that transfer of
heat in the porous zone could be classified into conduction-dominated and
convection-dominated regimes. The authors also analyzed the irreversibilities in the
system by carrying out an entropy generation analysis too and deduced the fact that
entropy generation has a close resemblance to the above-mentioned two porous
zone demarcations. In another article, Mani Rathnam et al. [25] did a finite element
numerical analysis on irreversibility study inside a right-angled porous triangular
cavity considering vertex angles of 15° and 45°. The authors concluded that a
triangular enclosure of 15° vertex angle is better for thermal design since it involves
higher rate of transfer of heat and lesser irreversibility. Das and Basak [26] carried
out several entropy generation comparative analysis studies in square and triangle
porous enclosures which were heated along the side boundary walls and concluded
that triangular enclosure is better for thermal analysis design since it involves higher
rate of transfer of heat and lesser irreversibility. Abu-Nada and Oztop [27] did a
finite volume numerical analysis of Al2O3water nanofluid natural convection in a
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wavy-walled complicated geometry and found out that heat transfer enhancements
could be attributed to larger Rayleigh number chosen for the study and higher
volume fraction of nanofluids considered. The waviness amplitude considered for
the study also played a major role in heat transfer. In another study, Oztop and
Abu-Nada [28] carried out buoyancy-induced convection in partial rectangular
enclosures comprised of nanofluids subjected to flush-mounted heater, heat source.
They analyzed different nanofluids and also deduced that the location of heater was
primarily responsible for affecting temperature and flow fields.

The literature study reveals the presence of a wide spectrum of practical uti-
lization involving natural convection method in fluid-filled enclosures which are
enforced to non-isothermal boundary conditions. Accordingly, a host of articles can
be found out in the literature survey. Meshram et al. [29] analyzed natural con-
vection thermal transport along with entropy generation in a porous square cavity,
subjected to non-uniform heating at various inclination angles, and came to the
conclusion that the angle of inclination affects the heat transfer rate in the enclosure.
In another article, Bhardwaj et al. [30] carried out an in-depth numerical investi-
gation in a porous triangular enclosure subjected to non-uniform heating. They
came to the conclusions that the undulation parameters in the left upright wall not
only resulted in an increase of heat transfer in enclosure, but also produced more
entropy inside the enclosure. In another article, Dutta et al. [31] performed a
numerical analysis pertaining to heat transfer along with irreversibility subjected to
free convection inside rhombic enclosures considering sinusoidal heating appearing
in both top and bottom walls, with cold inclined side walls. It was also evaluated
and found by the authors that a significant contributor of entropy generation is heat
transfer and the positional region of maximum entropy rested with the bearing of
phase shift angle of the top wall.

The study of natural convection in irregular geometry, such as quadrantal cavity,
is gaining interest from the research community because of the applications of such
geometry in the domain of electronics, cooling system, heating coil, etc. Aydin and
Yesiloz [32] were the first researchers who carried out a laboratory experiment and
numerical investigation within quadrantal enclosure subjected to uniform heating
from the bottom boundary, along with upright cold wall, considering Ra in the span
of 103–107. In another article, Yesiloz and Aydin [33] analyzed the thermal
transport in an inclined quadrantal cavity by changing the angle of inclination in the
span of 0° � / � 360 and varying the Ra from 105 to 107. Sen et al. [34, 35]
theoretically analyzed the buoyancy-induced thermal on quadrantal cavity subjected
to a constant temperature at bottom wall, along with upright cold wall with adia-
batic arched or curved wall and combined heater on bottom and upright walls with
arched or curved wall maintained cold. Natural convection in a quadrantal cavity
was also analyzed by Dutta and Biswas [36] where they analyzed heat transfer and
entropy generation in a porous quadrantal enclosure. They came to the conclusion
that the total entropy production was not very high even considering higher Darcy
number, and it could be highly recommended in enclosures pertaining to circular
design. Recent numerical investigations were also performed by Dutta et al. [37]
where the authors investigated the natural convection phenomenon heat transfer
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along with entropy generation considering quadrantal enclosure, filled with porous
media subjected to non-isothermal heating strategy applied to bottom wall.

The objective of the current work is to carry out a numerical investigation on
buoyancy-induced convective heat transfer along with entropy generation aspects
inside a quadrantal cavity. The boundary conditions adapted for the present study
include a heated bottom wall subjected to non-uniform heating strategy. The left
upright wall is maintained cold throughout, and also there is a presence of insulated
arched wall from the surroundings. The results are depicted through streamline
contour, isothermal contour, local heat transfer rate along the heated as well as cold
upright wall, average heat transfer rate. The authors have also discussed entropy
generation owing to transfer of heat as well as fluid flow friction.

23.2 Problem Description

The present investigation is carried out in quadrantal enclosure filled with air and
can be found in Fig. 23.1. The bottom wall is heated non-uniformly as per article
[37] and can be found out in Eq. (23.1). The left upright wall is kept cold along
with right curved wall being maintained in adiabatic condition.

T xð Þ ¼ Tc þ Th � Tc
2

1� cos
2px
L

� �� �
ð23:1Þ

Fig. 23.1 Schematic diagram
of the physical model
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Here, Th is an extreme (max.) temperature corresponding to bottom wall which is
non-uniformly heated. Tc is corresponding to cold upright wall temperature. Also,
L corresponds to length for the quadrantal model adopted for our study.

23.2.1 Governing Equations and Boundary Conditions

We consider laminar, steady, incompressible flow of Newtonian fluid (air) inside
the cavity. All the properties are treated to be constant exempting the density
appearing in y-momentum equation in the form of the body force term. The
well-known Boussinesq approximation is harnessed to model density variations due
to change in temperature. The heat transfer due to radiation is neglected because of
very small temperature difference. Viscous dissipation’s presence in the fluid is also
ignored.

We first present the resulting dimensionless variables: X ¼ x
L, Y ¼ y

L, U ¼ uL
a ,

V ¼ vL
a , h ¼ T�Tc

Th�Tc
;P ¼ pL2

qa2 ; Pr ¼ m
a ; Ra ¼ gbðTh�TcÞL3 Pr

m2 :

The transport equations appropriate to the problem under consideration can be
expressed, after due consideration of the dimensionless variables

@U
@X

þ @V
@Y

¼ 0 ð23:2Þ

U
@U
@X

þV
@U
@Y

¼ � @P
@X

þPr
@2U
@X2 þ @2U

@Y2

� �
ð23:3Þ

U
@V
@X

þV
@V
@Y

¼ � @P
@Y

þPr
@2V
@X2 þ @2V

@Y2

� �
þRaPrh ð23:4Þ

U
@h
@X

þV
@h
@Y

¼ @2h
@X2 þ @2h

@Y2 ð23:5Þ

We now refer to the boundary condition adopted in this chapter.

U ¼ V ¼ 0; h ¼ 0 alongACð Þ ð23:6aÞ

U ¼ V ¼ 0; h ¼ 1
2

1� cos 2pXð Þð Þ alongABð Þ ð23:6bÞ

U ¼ V ¼ 0; n � rh ¼ 0 alongBCð Þ ð23:6cÞ

The parameter n signifies the perpendicular normal to the corresponding wall.
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23.2.2 Nusselt Number

The heat transfer rate (Nu) along any domain of the enclosure is conceivably
obtained locally as follows:

Nu ¼ � @h
@n

ð23:7Þ

The average heat transfer rate (Nu) at the bottom wall is given by:

Nub ¼

R1
0
NubdX

Xj10
¼
Z1
0

NubdX ð23:8Þ

23.2.3 Entropy Generation

While designing an effective thermal enclosed system, care must be taken to
minimize the energy losses arising out of irreversibilities inside the enclosure. Any
thermal enclosed system having a definite/indefinite temperature gradient will
definitely undergo some losses. Some losses will also occur because of inherent
fluid flow too. This energy losses primarily attributed due to irreversibilities in the
system can be measured in expressions of entropy generation inside the enclosure.
Designing an efficient thermal enclosed system means the entropy generation
associated with the processes should be kept to a minimum. The mathematical
equation relating to entropy distribution and generation for heat and fluid flow for a
two-dimensional thermal enclosed system subjected to thermodynamic equilibrium
for coupled heat and mass transport in Cartesian coordinates is penned down in
definite form as:

Sh ¼ @h
@X

� �2

þ @h
@Y

� �2

ð23:9Þ

Su ¼ / 2
@U
@X

� �2

þ @V
@Y

� �2
 !

þ @U
@Y

þ @V
@X

� �2
( )

ð23:10Þ

Here, Sh and Sw refer to local entropy produced on account of irreversibility on
account of heat transfer (thermal gradient) and fluid friction (fluid flow), respec-
tively. Here, u refers to the irreversibility dissemination ratio and is determined
accordingly.
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/ ¼ lT0
k

a
LDT

� �2
ð23:11Þ

The present numerical simulations of this chapter are calculated considering / to
be 10�4.

The sum total of entropy generation in the presence of transfer of heat (Sh;total)
and fluid frictional effects (Sw;total) can be estimated from the dissemination of local
entropy generation as follows:

Sh;total ¼
Z
X
ShdX ð23:12aÞ

Sw;total ¼
Z
X
SwdX ð23:12bÞ

The comprehensive entire total entropy production (ST) in the quadrantal
enclosure can be found to be

ST ¼ Sh;total þ Sw;total ð23:13Þ

Another way of looking into irreversibility distribution parameter is the Bejan
number (Be), which is the ratio of rate of entropy generation on account of transfer
of heat in the enclosure to the comprehensive entire entropy production rate (refer
Bejan [38]).

Be ¼ Sh
Sh þ Sw

ð23:14Þ

Average Bejan number (Beavg) is referred to quantify the pertinent global
influence of entropy generation in relation to transfer of heat in the enclosure and is
expressed by:

Beavg ¼ Sh;total
Sh;total þ Sw;total

ð23:15Þ

When the Beavg � 0.5, it signifies the dominance of irreversibility on account of
transfer of heat. When Beavg � 0.5, the limit is just the opposite and it signifies the
dominance of irreversibility on account of fluid friction effects.
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23.3 Numerical Solution Strategy with Code Validation

The transport equations after converting into non-dimensional form (Eqs. 23.2–
23.5) together with the boundary conditions enumerated in (Eqs. 23.6a–23.6c) are
solved by a finite element numerical strategy. We employ the well-known Galerkin
weighted strategy to remodel the controlling mathematical equations into an
arrangement of mathematical integral equations. The exhaustive technique and
approach of this method can be found in the book by Zienkiewicz [39]. Further, the
Gauss’s quadrature method also referred to the book by Zienkiewicz [39] is utilized
to accomplish the numerical integration. The algebraic equations are taken care of
by employing the Newton–Raphson iteration method. The solution is assumed to be
converged when the relative residual is less than 10−6.

A grid independency test considering the quadrantal enclosure with the fol-
lowing boundary conditions of uniform heating strategy on bottom wall, cold
upright wall, and insulated curved wall had been carried out to establish vividly to
prove these results do not depend on the grid used for this numerical simulation.
The values of average Nusselt number (Nu) for the bottom wall considering dis-
tinctive grid layout are represented in Table 23.1. We use 26,330 elements for
numerical simulation, because of the fact that when we increase the number of
elements from 26,330 to 35,714, the maximum relative error is 0.5%.

The numerical results obtained in the present study were validated for the
published results of Aydin and Yesiloz [32] who had undertaken a numerical study
too on quadrantal enclosure considering water to be the working fluid (Pr = 6.62)
with the boundary conditions of uniformly heated bottom wall, along with upright
wall maintained cold and arched wall being insulated. Figure 23.2 of this chapter
demonstrates a correlation of the published results of streamline vortices and iso-
therms of Aydin and Yesiloz [32] for Ra = 1:7� 105. The results apparently dis-
played in Fig. 23.2 are recognized to be in close correlation with the previous
results already available in the literature [32].

Table 23.1 Comparison of
average Nusselt number on
the bottom wall with uniform
heating for different grid
systems with Pr = 0.71

Ra No. of elements

9719 26,330 35,714

103 1.3585 1.3591 1.3591

104 1.9083 1.9114 1.9117

105 3.8250 3.8398 3.8412

106 6.9458 7.0229 7.0301
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23.4 Results and Discussion

The main purpose of the current numerical exploration is to examine the fluid flow
and heat transfer along with irreversibility characteristics due to natural convection
in a quadrantal cavity. The quadrantal enclosure is heated non-uniformly along
the bottom wall, while the perpendicular vertical wall is maintained cold all along.
The working fluid for the present investigation is chosen to be air (Pr = 0.71). The
resulting flow features are demonstrated through streamline contour, isothermal
contour, local and average Nusselt number on hot bottom, cold upright walls, along
with illustration of entropy generation. Average Bejan number (Beavg) has also been
discussed in this chapter too.

23.4.1 Streamlines and Isotherms

The streamlines and isotherms in the enclosure are represented in the left and right
portion in Fig. 23.3 for four distinctive values of Rayleigh number (Ra = 103, 104,
105, and 106). It should also be recognized that we allocate positive symbol for w,
which expresses counterclockwise circulation, while the clockwise circulation is
expressed by a negative w symbol. It is observed from Fig. 23.3(left) that apart
from a primary counterclockwise circulation cell occupying the major portion of the
enclosure, there is a formation of secondary cell (clockwise direction) with a lesser
vortex strength in the right-hand bottom side of the quadrantal enclosure for the
corresponding numerical values of Rayleigh number (Ra) appropriately assigned

Fig. 23.2 Streamline and isotherm contours for a quadrantal enclosure filled with a fluid
(Pr = 6.62) where bottom wall is heated uniformly, upright side wall is cooled at a constant
temperature, while arched wall is insulated at Ra ¼ 1:7� 105
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for this study. It can be observed from Fig. 23.3a that at Ra = 103, the strength of
the vortex of main circulatory cell has a very low value (wmax = 1.37) because of
high resistance to flow. When Ra is changed from 103 to 104, the strength of the
vortex has changed to an appreciable value wmax = 15.5 (counterclockwise circu-
lation) (see Fig. 23.3b). The corresponding clockwise circulation strength changes
from a magnitude of 0.49 to 6.65. With further enhancement of Ra subsequently
from 104 to 105, we observe a marked increase of circulation strength to wmax = 70.8
(counterclockwise) signifying dominance of convective effects in the enclosure.
Further increase of Ra from 105 to 106 signifies an even greater effect of buoyancy
forces with complete dominant of buoyancy effects. The corresponding value of the
strength of the vortex is wmax = 183 (anticlockwise circulation) and wmax = 55
(clockwise circulation) as can be seen in Fig. 23.3d. It can be further observed from
streamline contour in Fig. 23.3d that the nature of main circulation strength vortices
is no longer smooth and has undergone twist and curving in the centric portion of
the enclosure.

From the isotherm contour plot as depicted in the right portion in Fig. 23.3, it can
be inferred that there is a continuous pattern of isothermal contour in the enclosure as
there is an absence of finite discontinuity in this study with the chosen boundary
conditions depicted for this study. The isotherm patterns revealed in the quadrantal
enclosure for the case Ra = 103 are found to be profoundly compressed in a zone
having a close proximity from the bottom heated wall (0.25 � X � 0.75), con-
sidering the non-uniform boundary conditions enforced at this wall (Fig. 23.3a).
With a change of Ra from 103 to104 as depicted in Fig. 23.3b, the isotherms undergo
a twist in the region (0.25 � X � 0.75) signifying that convection effects have just
set in inside the enclosure. With further increase of Ra = 104 to 105, resistance force
due to buoyancy overcomes fluid friction with an increase of distortion of isotherms
observed in the region discussed above (Fig. 23.3c), indicating that the prevalent
advancement for heat transfer is buoyant convection in the enclosure at Ra = 105.
On further increase in Ra from 105 to 106, as observed from Fig. 23.3d, the flow
moves away from bottom wall and impinges on the left wall as observed in the
pattern of distorted isotherms with strong convection effects.

23.4.2 Nusselt Number

The pattern of local Nusselt number (Nu) on the heated wall is plotted in Fig. 23.4a
for distinctive values of Ra. One can see from Fig. 23.4a that the variation of Nu
alongside the length of the bottom wall is almost sinusoidal. This is for the
non-uniform boundary condition enforced on bottom wall. The values of Nu are
positive from X = 0.45 to 0.95 and have negative values in other regions of the
enclosure. The negative value of Nu physically connotes that we are transferring the
heat from the working fluid, i.e., heated air to the enclosure walls. The maximum
value of Numax is very close to 15 for Ra = 106.
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Fig. 23.3 Streamlines and isotherms with non-uniform heating for different Rayleigh numbers:
a Ra ¼ 103, b Ra ¼ 104, c Ra ¼ 105, d Ra ¼ 106
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The local Nusselt number (Nu) for vertical cold wall is depicted in Fig. 23.4b
and is negative for all sets of Ra at all locations on the wall. The numerical value of
Nu escalates with an increase in Ra similar to the case of bottom wall. The position
of the maximum value of Nu is dependent on the Ra which can be explained from
the isotherm contour. For example, when the Ra is small (103), Nu initially
increases to a small length of the wall, attains its pinnacle, and henceforth
decreases. On the contrary, for larger values of Ra, Nu increases almost mono-
tonically except at the corner, where there is a decrease in its value to satisfy the
boundary condition.

Fig. 23.4 Variation of local
Nusselt number on a heated
bottom wall and b cold
vertical wall for different
values of Rayleigh number
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The numerical values of average Nusselt number (Nu) on heated bottom wall
with Ra are presented in Table 23.2. It is self-evident from Table 23.2 that there is a
significant enhancement in Nu for the bottom wall with an increase in Ra. Further,
Nu for cold upright wall is negative and shows a downward trend (negative) with an
increase of Ra. We can summarize our discussions, by saying that Nu is maximum
when heat is transmitted from the hot bottom wall in direction of enclosed fluid or
from the heated fluid to the adjoined cold wall, whichever the case may be when Ra
is maximum pertaining to our study.

23.4.3 Analysis of Entropy Generation

Noting the points of maximum entropy distribution and generation inside the
quadrantal enclosure is of special interest and gives an idea about how to optimize
the effects of entropy and irreversibilities. Researchers, working on this area, should
also keep in mind that minimum entropy generation with maximum heat transfer
holds the key to an efficient design of an enclosure. Figure 23.5 shows the distri-
bution of local entropy generation for three different Ra (=104−106). For Fig. 23.5,
it can be visualized that there is a complete absence of entropy generation in the
core of enclosure for either fluid friction or heat transfer. This is quite logical to
explain from the situation that as the curved wall is adiabatic the entropy bearing is
very less there and entropy generation on account of heat transfer is maximum in
the close vicinity of hot bottom wall because of imposed temperature profile. It is
also realized that, at the conduction dominant occupancy at lesser Ra (� 104), the
entropy generation can be attributed to heat transfer irreversibilities, with the
maximum value of entropy generation on account of heat transfer (Sh max = 29.5
and corresponding Sw max = 20). With an increase of Ra to 105, the maximum value
of entropy generation as a result of fluid friction is increased manifold to a value of
Sw max = 908.9. On the contrary, although the maximum numerical value of entropy
production on account of heat transfer increases, the enhancement is not to that
extent (Shmax = 85.9). Appreciable amount of entropy generates on account of fluid
friction. This entropy distribution is also found in close proximity to curved wall.
When the Ra is increased further to 106, the value of entropy generation on account
of fluid friction throughout the enclosure increases significantly having the maxi-
mum value of Sw max = 23874.7, whereas the corresponding value of entropy
generation on account of heat transfer is Sh max = 210. We can summarize our

Table 23.2 Average Nusselt
number for bottom and
vertical wall for different
values of Rayleigh number

Ra Nub Nuv

103 0.796 −0.79258

104 1.317 −1.3187

105 2.676 −2.6809

106 4.645 −4.6661
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discussions, by saying that both the heat transfer and the frictional irreversibility
escalation occur at high Ra for the present nonlinear heating strategy adopted. It is
also ascertained that, beyond a critical Rayleigh number, fluid friction irreversibility
dictates the total entropy generation inside the quadrantal enclosure.

(a)

(b)

(c)

Fig. 23.5 Local entropy generation due to heat transfer (Sh) and fluid friction (Sw) for a Ra ¼ 104

case, b Ra ¼ 105, and c Ra ¼ 106
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23.4.4 Analysis of Bejan Number

As already mentioned, one can predict the global dominance of irreversibility after
knowing the average Bejan number (Beavg). Accordingly, Beavg is evaluated and
reported in Table 23.3. From Table 23.3, it is clear that when Ra is changed from
103 to 105, the change in the magnitude of Shmax is almost negligible. However, the
magnitude of Swmax varies significantly and it records a very less value for Ra = 103

(Sw = 0.1556) and has a very high value for Ra = 105(Sw = 908.92) signifying that
entropy generation on account of fluid friction escalation occurs with an increase of
Ra. The corresponding average Bejan number (Beavg) noted at Ra = 103 is 0.989,
while at Ra = 105 it is 0.085. When Ra is increased further to 106, the total irre-
versibility in the presence of heat transfer (Sh) is increased significantly to Sh = 210
compared to its value of Sh = 85.9 at Ra = 105 signifying that irreversibility due to
heat transfer increases to a large value with an increase of Ra from 105 to 106. Also,
Beavg values clearly reflect that entropy generation due to heat transfer is the
dominating parameter for Ra = 103 and thereafter at Ra = 104 the effect of irre-
versibility on account of fluid flow and heat transfer is of equal significance. The
average Bejan number (Beavg) noted at Ra = 104 is 0.596 which clearly proves our
discussion in Sect. 2.3. With further increase of Ra to 105 and 106, the irre-
versibility on account of fluid friction is a commanding factor. The corresponding
average Bejan number (Beavg) noted at Ra = 106 is even lesser which is 0.008. This
is attributed to the fact that, for lesser values of Ra, heat transfer is dominated by
conduction and accordingly the value of Beavg is large. However, with an increase
in Ra, both the irreversibility on account of heat transfer and the fluid flow increase,
although the rate of increase of irreversibility on account of fluid flow friction is
more a representative factor than due to heat transfer because of intensified effects
of buoyancy force strength above fluid viscous force as already reiterated earlier.

23.5 Conclusions

The buoyancy-induced fluid flow, thermal transport, and irreversibility characteristics
in a quadrantal cavity have been numerically analyzed. The following boundary
conditions are adopted for this chapter. The bottom wall is subjected to non-uniform
heating, while the upright left wall is kept cold and at the same time the arched wall is
maintained at insulated condition to surroundings. The final conclusions are:

Table 23.3 Total entropy
generation rate and average
Bejan number for different
Rayleigh numbers

Ra Sh,max Sw,max ST Beavg
103 14.1 0.1556 14.2556 0.989

104 29.5 19.970 49.47 0.596

105 85.9 908.92 994.82 0.085

106 210 23874.7 24084.7 0.008
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The local Nusselt number at the heated wall follows a sinusoidal variation. At
lower values of Ra (=103,104), the mechanism of thermal transport is conduction,
while thermal transport is due to convection at Ra = 106.

At low values of Ra (103), the entropy generation is essentially generated owing
to heat transfer irreversibility (IHT), while for larger range of Ra (105 and 106) fluid
friction irreversibility (IFF) is predominant over IHT. For intermediate values of Ra,
both IHT and IFF are comparable.
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Chapter 24
Impact of Magnetic Field on Thermal
Convection in a Linearly Heated Porous
Cavity

Aakash Gupta, Sayanta Midya, Nirmalendu Biswas
and Nirmal K. Manna

Nomenclature

B Uniform magnetic field (tesla)
Da Darcy number
H Cavity height/length scale, m
Ha Hartmann number
K Porous medium permeability, m2

L Cavity length, m
Nu Average Nusselt number
p Pressure, Pa
Pr Prandtl number
Ra Rayleigh number
T Temperature, K
u, v Velocity components, m/s
U, V Dimensionless velocity components
x, y Cartesian coordinates, m
X, Y Non-dimensional coordinates

Greek symbols

a Thermal diffusivity, m2/s
b Volumetric expansion coefficient, K−1

c Inclination angle of the magnetic field
h Non-dimensional temperature
e Porosity
t Kinematic viscosity, m2/s
P Non-dimensional heatfunction
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q Density, kg/m3

j Electrical conductivity (lS cm−1)
w Non-dimensional stream function

Subscripts

a Ambient
c Cooling
h Heating

24.1 Introduction

Before formulating the present problem, a thorough literature survey is conducted.
From the vast pool of literatures, it is noted that magnetohydrodynamics coupled
with buoyancy-driven flow is an interesting area of current research because of its
wide varieties of applications. Magnetohydrodynamic (MHD) convection finds
numerous applications in medical science, engineering and technology and in
various thermal flow devices [1–3]. In a fluid with electrical conduction when
magnetic force is applied, it develops Lorentz force. The buoyancy results from
temperature gradient in the working fluid. A thermal system working along with
magnetic fields is governed by Lorentz force as well as buoyancy force. Both are
body forces in nature, and through their mutual interaction affects both thermal and
fluid flow structures in the cavity. Thus, for the better visualization of thermal
characteristics, insight knowledge about the flow structure and heat transport
phenomena is required. Many researchers have investigated the MHD natural
convection experimentally, analytically and numerically. Sivasankaran and Ho [4]
studied a square cavity MHD problem using water (Pr = 11.6) with
temperature-dependent fluid properties and Hartmann number (Ha). This study
indicates the reduction in average Nusselt number (Nu) at increased Ha. The ori-
entation of magnetic field also affects Nu. Similar observations were noted by Yu
et al. [5] for a rectangular cavity with external uniform magnetic field for
Pr = 0.025. In addition, they found that when cavity aspect ratio is less or more
than 1.0, the field angle has strong impact on thermo-fluid flow characteristics.

Sathiyamoorthy and Chamkha [6] conducted MHD study numerically in a cavity
with uniform bottom heating and linear heating through sidewalls using liquid
gallium (Pr = 0.025). Here also, Hartmann number nonlinearly reduces heat
transfer rate, irrespective of the angle of applied magnetic fields. Nanofluid-based
MHD natural convection study in a differentially heated cavity was presented by
Ghasemi et al. [7]. With Al2O3–water, they observed the marked effect of Hartmann
number as well as nanoparticle concentration. Very recently, Mliki et al. [8]
reported MHD nanofluid convection with heat absorption or generation using
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Cu–water in a square cavity, heated linearly at left wall, right wall cold, bottom and
top adiabatic. The observation of reducing heat transfer at increased Ha is main-
tained, although the rise of volume fraction of nanoparticles and Rayleigh number
enhances the rate of heat transfer.

Mahmoudi et al. [9] through a numerical study assessed the influence of
nanoparticles and Hartman number on heat transfer process in a trapezoidal cavity
using uniform magnetic field and Cu–water nanofluid. They found decreased
entropy generation with nanoparticles, but more entropy generation with magnetic
fields. The effect of thermal boundaries was investigated numerically by Mansour
and Bakier [10] through five different thermal configurations of a square cavity,
keeping bottom wall condition fixed. The magnetic field effect on free convection in
cavity was analysed by Kefayati [11] applying linear heating on left wall and
power-law fluids. It shows at Ha = 60 when the index of power law increases, it
enhances heat transfer. However, the negative impact of Hartmann number on the
heat transfer persists for all values of the index. In his another work [12], similar
heating configuration was applied but ferrofluid of cobalt–kerosene was considered
to address MHD. Linearly heated square cavity (heating through sidewalls)
undergoing natural convection was studied by Sathiyamoorthy et al. [13] without
the consideration of MHD. Considering Cu–water nanofluid as flowing medium in
[14], the numerical investigation on the entropy generation has been conducted
using uniform heat sink and source configuration in an inclined porous enclosure
during MHD natural convection. This study reveals that Nusselt number reduces
with the decrease in Hartmann number or volume fraction of nanofluid. In addition,
the optimum configuration of source–sink arrangement for the best thermal per-
formance was obtained. Very recently, Emami et al. [15] numerically studied
natural convection in an inclined porous cavity using nanofluid of Cu–water for
laminar flow (104 � Ra � 106). The results revealed that the configuration of
wall heater has an adverse effect on heat transfer. Heat transport in a porous cavity
was analysed in [16] using sinusoidal and uniform heating on the bottom wall. The
analysis was carried out considering same mean temperature of heating, irrespective
of the mode of heating. The study indicates marked high heat transfer from the
sinusoidal heating. Nemati et al. [17] examined CuO nanoparticle-based MHD in
square enclosure. The observations are same as others; Nusselt number becomes
higher as the nanoparticles increase, but Nu decreases with the magnetic field.
Ghasemi and Siavashi [18] investigated a nanofluid saturated porous cavity
applying various linear temperature distribution of sidewalls.

Main objective of this work is to address fundamental aspects of thermo-fluid
flow by investigating the impacts of linear heating, magnetic field and its inclination
on natural convection in a cavity. The heating elements are located on both the
sidewalls; however, its temperature varies linearly with minimum temperature at
top and maximum temperature at bottom. Within the laminar flow, analysis is
conducted considering clear domain as well as porous medium. The flow physics
along with the thermal phenomenon is illustrated through heatlines.
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24.2 Problem and Solution Method

The problem considers a two-dimensional cavity of length L and height H as
described in Fig. 24.1. The electrical conductivity of the working fluid negotiates
with the magnetic fields. The magnetic source is applied externally and produces
uniform fields in the cavity. The top wall is directly exposed to the ambient con-
dition. Its temperature is taken constant at ambient temperature ðTa ¼ TcÞ. While
the bottom wall is insulated and adiabatic, the heating element is located along the
sidewalls with linearly increasing temperature in downward direction. The top-end
temperature of the sidewalls is chosen same as the temperature of the top wall (to
avoid sudden jump in temperature). The working fluid (Pr = 0.71) is saturated with
a porous medium. The buoyant fluid flow and the resulting heat transfer are ana-
lyzed under the influence of magnetic field (of amplitude B).

The present analysis is performed numerically for the condition of steady lam-
inar flow. The buoyancy effect is considered within the Boussinesq approximation.
The fluid is assumed as Newtonian and incompressible. The minor variation in
thermo-physical properties of the working fluid is neglected along with the induced
magnetic effect. Joule heating, Hall effect, and dissipation and pressure works are
also ignored. The governing equations for the present problem are obtained from
the fundamental conservation principles (mass, momentum and energy), which are
given in non-dimensional form as

@U
@X

þ @V
@Y

¼ 0 ð24:1Þ
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Fig. 24.1 Description of the
problem
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In the above, U and V stand for velocity components (in non-dimensional form),
respectively, along the dimensionless coordinates X and Y. Dimensionless tem-
perature and pressure are indicated by h and P, respectively. These quantities are
detailed as

ðX; YÞ ¼ ðx; yÞ=H; ðU;VÞ ¼ ðu; vÞ=ða=HÞ;
P ¼ p=qða=HÞ2; h ¼ ðT � TcÞ=ðTh � TcÞ

ð24:5Þ

The dimensionless numbers namely Prandtl, Rayleigh, Hartmann and Darcy
number (Pr, Ra, Ha and Da, respectively) are expressed by

Ra ¼ gbðTh � TcÞH3=at; Ha ¼ BH
ffiffiffiffiffiffiffiffiffiffi
j=qt

p
Pr ¼ t=a;Da ¼ K=H2;FC ¼ 1:75=

ffiffiffiffiffiffiffiffiffiffiffi
150e3

p ð24:6Þ

The following boundary conditions are applied: U ¼ V ¼ 0 on all the walls as
they are stationary, h ¼ 1� Y on both the sidewalls, and @ h=@Y ¼ 0 on the top
and bottom walls.

The flow physics and heat transfer phenomenon are characterized by streamli-
nes, isotherms, heatlines and Nusselt number. In the present problem, since iden-
tical linear heaters are placed along both the sidewalls, the Nusselt number on the
top wall will have contribution from both the left (X = 0) and right wall (X = 1).
Moreover, the top wall is maintained at constant ambient temperature (Tc), so the
average Nusselt number along this isothermal wall is assessed as defined below.

Nu ¼
Z1

0

� @h
@Y

����
Y¼1

� �
dX ð24:7Þ
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The thermal energy transport phenomenon is visualized through heatlines which
represent constant heatfunction at different values. It is formulated from the
steady-state energy equation and takes care of both conductive and convective heat
flux. For the present problem of natural convection, the heatfunction (P) is
expressed as

� @P
@X

¼ Vh� @h
@Y

and
@P
@Y

¼ Uh� @h
@X

ð24:8Þ

The above heatfunction equations are solved by defining P ¼ 0 at the mid-point
of the bottom wall. For fluid flow visualization through streamlines, the stream
function equations are solved which are given by

� @w
@X

¼ V and
@w
@Y

¼ U ð24:9Þ

The above equations are solved with w = 0 at the cavity walls. Negative sign of
w indicates clockwise rotation and the positive for counterclockwise rotation.

24.3 Numerical Scheme

The governing equations of the present problem on the constraint of imposed
boundary conditions (Fig. 24.1) are solved adapting the finite volume method.
Equations (24.1)–(24.4) are discretized after linearizing the advection terms of the
momentum equations using staggered grids. The discretization results into linear
equations which are solved by tri-diagonal matrix algorithm. The solution is per-
formed iteratively using SIMPLE algorithm [19] in an indigenous code. The con-
vergence is marked by setting maximum residuals of all the governing equations
below 10−7.

24.4 Grid Independence Study

A grid independent study is conducted considering staggered grids of 70 � 70,
100 � 100, 130 � 130, 160 � 160 and 200 � 200 with non-uniform distribution.
The average Nusselt number (Nu) and the errors in the percentage of Nu with
respect to the immediate grid are calculated and given in brackets in Table 24.1. It
indicates that 160 � 160 grids are sufficient for the current problem.
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24.5 Code Validation

For the solution of present MHD convection, the accuracy level of the present code
is also checked as indicated in Fig. 24.2. The validating results are generated on the
MHD convection in a cavity using the prediction of Ghasemi et al. [7] for Ra = 105

and fluid Prandtl number (Pr) equal to 6.2. Local distributions of thermo-fluid flow
fields of both the results are also compared for various Ha values that reveal close
matching (as could be realized from a sample result in Fig. 24.2 pertaining to
Ha = 30). The isotherms and streamlines of published and present results are found
consistent.

Table 24.1 Grid independence study using average Nusselt number (Nu) at Pr = 0.71, Ha = 30

Ra Nu (% error with respect to immediate coarser grid)

70 � 70 100 � 100 130 � 130 160 � 160 200 � 200

103 0.929 0.929 (0.01%) 0.929 (0.01%) 0.929 (0.03%) 0.929 (0.03%)

104 0.924 0.922 (0.02%) 0.922 (0.12%) 0.922 (0.01%) 0.922 (0.01%)

105 0.964 0.963 (0.18%) 0.961 (0.14%) 0.961 (0.09%) 0.959 (0.11%)

-2.47

-0.2

0.
06

0.6
50.

84

0.4
5

0.
26

Fig. 24.2 Code validation: the present predictions in the top panel and the published results in
Ref. [7] in the bottom panel, consisting of streamlines (first column) and isotherms (second
column) for Pr = 6.2, Ra = 105 and Ha = 30 as considered by Ghasemi et al. [7]. The present
results agree well with the published results
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24.6 Results and Discussion

The present work is carried out for three Ra values (Ra = 103, 104, 105) with a range
of Ha values (Ha = 0, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100) and the magnetic field
inclination angle (c = 0°, 20°, 30°, 40°, 50°, 65°, 90°, 120°, 150°, 165°, 180°) using
clear domain and porous domain. The different values of both porosity (e = 0.1,
0.3, 0.5, 0.6, 0.8, 1.0) and Darcy number (Da = 10−3, 10−4, 10−5, 10−6, 10−7) of
porous substance are also considered. The results are systematically presented for
different parametric investigation in subsequent sections.

24.6.1 Impact of Rayleigh Number

The thermal and fluid flow structures are presented in terms of isotherms (in the top
row), streamlines (in the middle row) and heatlines (in the bottom row) in
Figs. 24.3a, b, respectively, for both the domains (clear and porous). The values of
parameters for these plots are Ra = 103, 104, 105 keeping Hartmann number con-
stant at Ha = 30 and horizontal magnetic field (inclination angle c = 0°). The linear
heating with h ¼ 1 at bottom and h ¼ 0 at top is provided along the sidewalls in
same manner. The main cooling is provided at the top wall of cavity. Accordingly,
the isotherms in top region of cavity are distributed almost parallel to the top wall,
and the isotherms with increasing contour values are located towards the bottom
ends of the sidewalls. The heated fluid moves upward and the relatively colder fluid
is driven downward along the middle of the cavity. It happens due to density
change. The hot fluid being lighter moves up, and on the other hand, the colder fluid
being heavier descents down. For the present problem, as both the sidewalls are
identically hot, it is assumed that two vortices of same strength will circulate
upward along the sidewalls.

Again, as the sidewalls are linearly heated with lower part at higher temperature,
the heating rate of fluid inside the cavity decreases as it moves up along the hot
sidewalls. However, when the hot fluid temperature becomes higher than that of the
sidewalls particularly at the upper part of the sidewalls (due to linear heating with
zero temperature at the top ends), instead of heating, some heat may be rejected
through the sidewalls, particularly at higher Rayleigh numbers. That is, the side-
walls can provide both heating and cooling due to linear temperature variation, in
addition to the cooling at the top wall. However, the results shown in Fig. 24.3 are
free from such mixed up of heating and cooling as Ra � 105, where conduction is
more predominant. Both the isotherm and streamline plots show the symmetric
pattern about the mid-vertical plane of clear domain (Fig. 24.3a) and porous
domain (Fig. 24.3b). The maximum value of stream function (an indicator of cir-
culation strength) is mentioned on the individual plots.

Heatline plots for clear and porous domain (in Fig. 24.3) depict the corridors for
source-to-sink heat flow. It presents how heat energy transfers take place in the

510 A. Gupta et al.



www.manaraa.com

Ra = 103 Ra = 104 Ra= 105

0.1

0.3

0.5

0.7 0.7

0.1

0.30.5
0.7 0.7

0.1

0.3

0.
5 0.5

0.7

0.002-0
.0
02

0

0

0.01

0.02
-0
.0
2

0

0

0.11

0.5-0
.5

0

0

2.28

-0.2

-0.20

0.1

0.3

0.3

-0.1

-0.2
-0.30

0.1
0.
3

0.
2

-0.1

0.2

-0.2

0

-0.6

0.
4

-0.2

0.8

0.7

0.3

0.1

0.5

0.7

0.3
0.1

0.5

0.1

0.3

0.5

0.7 0.7

-0.0002 0 0.0002
0.0007

0-0.002 0.
00
2

0.007
0-0.02 0.02
0.082

-0.2
-0.30

0.
1

0.
2

0.
3

-0.1

-0.2
-0.30

0.
1

0.
3

0.
2

-0.1

-0.2
-0.30

0.1
0.
3

0.
2

-0.1

Nu = 0.922 Nu = 0.961 (a)  Nu = 0.929

(b) Nu = 0.929 Nu = 0.929 Nu = 0.922 

Fig. 24.3 Effect of Rayleigh number (Ra) on thermal fields, flow fields and heatlines at Ha = 30,
c = 0° for (a) clear domain and (b) porous domain at Da = 10−4 and e = 0.6
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cavity. The heat/energy flow originates from the hot wall, then travels through the
cavity fluid and finally disposes through the cold (or colder parts of) walls. The fluid
is subjected to both buoyancy and magnetic forces. The heatlines emanating from
the source walls terminates normally at the sink walls almost parallel to neutral line
(through the mid-vertical plane). The heatlines are symmetric across the
mid-vertical plane due to identical linear heating along the sidewalls. For the clear
domain considering Ra = 103 and 104, there is very less or no circulation of heat
lines on account of conduction and very low flow velocity as is evident from the
maximum stream function values. The heatlines imitate the stream function to a
great extent, conforming more heat transfer by convection (Nu increases). For the
porous domain, heatline plots are more or less identical with less energy circulation
due to the hindrance offered by porous medium against the flow. Conduction
predominates as observed by the minimal rise in Nu (heat transfer) even with
significant value of Ra.

Due to mixed-up or partial sharing of both heating and cooling through the same
sidewalls, Nu of the top wall is processed to assess heat transfer rate, which is
indicated below by the heatline plots in Fig. 24.3a, b, and in Fig. 24.4. The vari-
ations of Nu with Ra in both clear and porous domains are nominal, and it is also
not expected particularly when Ra = 105. The Rayleigh number could be repre-
sentative of buoyancy force which increases proportionally with Ra value. It, in
turn, is expected to cause more convective heat transfer at higher Ra. Flow with
Ra � 104 is basically governed by thermal conduction; hence, the change is
minor. However, for Ra = 105 thermal convection becomes apparent, which is
reflected by enhanced maximum stream function (200 times greater compared to
that with Ra = 103). But, no significant change in heat transfer is observed.
Enhanced circulation means higher convective velocity that sag the isotherm
contours along the mid-vertical plane, particularly in clear domain (Fig. 24.3a). As
the porous medium offers resistance to the flow, substantial reduction in maximum
stream function is observed. The isotherms (being dictated by the cold top wall)
become horizontal for major portion of the cavity (Fig. 24.3b).

Fig. 24.4 Effect of Ra at
Ha = 30, c = 0°
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24.6.2 Effect of Magnetic Fields

Buoyancy-induced flow inside the cavity is affected by magnetic field. Its effect at
Ra = 105 is demonstrated in Figs. 24.5 and 24.6 for various Ha values and incli-
nation angles, respectively. In Fig. 24.5a, the curly isotherms tend to straighten up
more as Ha increases. The fluid circulation becomes weaker with Ha for clear
domain, but for porous domain, no such impact is found in Fig. 24.5b. The stream
function plots are more or less identical in both clear and porous domains with the
maximum stream function value decreasing with increase in Hartmann value. For
Ha = 10, the high stream function reflects the presence of thermal aspect with
minimal magnetic effect, and corresponding flow physics resembling the flow
phenomenon as without magnetic field. Hartmann number imposes a damping force
on the flow fields, which retards circulation velocity, in turn, reduces convective
heat transfer (Nu). However, contrary to the usual notion, Nusselt number increases
(though very minimal rise) for both clear and porous domain.

With increase in Hartmann number for clear domain, the energy circulation
reduces as observed from the heatline plots in Fig. 24.5a. The highest energy
circulation occurs at Ha = 10. It happens as the Lorentz force adversely damps fluid
velocity, thus retarding the flow. It is also reflected from the decrease in the
maximum stream function values. For Ra = 103 and 104, the circulation of energy
is seen, and thus, heat transfer is more at low Ha value. However, for porous
domain in Fig. 24.5b, the heatline plots are identical to each other.

The thermo-fluid dynamics in the cavity is influenced by the orientation of
imposed magnetic field. The impact of field inclination angle on the structures of
isotherms and streamlines is illustrated in Fig. 24.6a, b for both clear and porous
domain. Through the inclination angle, the sharing of the magnetic force takes place
between two momentum equations that in turn contribute to individual velocity
components (U and V). It results in inclined and distorted isothermal curves for
clear domain. The curve sags down along the inclination of magnetic field. Thus,
the inclination angle decides in which direction the fluid would spread. However,
for porous medium the impact is minimal. Similar to the isothermal plots in clear
domain, inclination angle also affects the fluid circulation. The vortices are oriented
along the direction of magnetic field. However, for porous domain, no such effect is
observed. In the clear domain, heatlines get distorted in the same way of the fluid
vortices by the direction of the magnetic field. It is also reflected in the energy
circulation as its transport is governed by the flow vector. So as the flow vector is
oriented with the magnetic field, the energy lines get adjusted accordingly in that
direction. For the porous medium, flow velocity is very less, and hence, the change
in heatlines is not marked.

The heat transfer rate for clear and porous domain is indicated in Fig. 24.7a
considering various Hartmann numbers. The figure reflects that for clear domain,
Nu increases up to Ha = 20 then decreases till Ha = 40, afterwards Nu gains
marginally as Ha increases. Since the wall offers linear heating (with higher tem-
perature at bottom, and at top, zero equal to top wall temperature), the higher
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Fig. 24.5 Effect of Hartmann number (Ha) on thermal fields and flow fields and heatlines at
Ra = 105, c = 0° for a clear domain and b porous domain at Da = 10−4 and e = 0.6
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Fig. 24.6 Effect of magnetic field inclination angle ðcÞ on thermal fields, flow fields and heat line
at Ra = 105, Ha = 30 for a clear domain and b porous domain at Da = 10−4, e = 0.6
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temperature fluid moving up along the sidewalls, its temperature continually
decreases due to rejecting all heat either through the top wall or that top wall plus
the upper part of the sidewalls, culminating in some abnormality at Ha = 20 in
Fig. 24.7a. For the porous domain, it remains almost constant or marginally
decreases as Ha increases. This is because porous domain with moderately low
Darcy number (Da = 10−4) offers strong hindrance to the fluid flow.

When the inclination of magnetic fields has been changed as shown in
Fig. 24.7b, for clear domain, substantial rise of Nu is observed. A continual
increasing and decreasing trend of Nu is noted as c increases. Nu is maximum at
c = 90°. On the other hand, for porous medium, almost no change in Nu is observed
due to aforementioned flow resistance.

To explore more insight into the flow physics of the present problem in clear
domain, mid-horizontal plane temperature and vertical velocity component are
processed at c = 0° with Ra = 105 as shown in Fig. 24.8. The variations of
non-dimensional temperature (h) and V are plotted with X for Ha = 0–100.

Fig. 24.7 a Effect of Ha with Ra = 105, c = 0 and b effect of c at Ra = 105, Ha = 30, c = 0

Fig. 24.8 Mid-horizontal plane temperature (a) and V-velocity profile (b) at Ra = 105 and
different Ha with c = 0° in clear domain
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The formation of both thermal and velocity boundary layer at the sidewalls is found
at the lower range of Ha values (Ha � 30). Hence, the curves attain local maxima
near the sidewalls. But at the higher Ha, the flow velocity becomes very weak
resulting in a continuous sagging down of temperature curve from the both side-
walls. The variances in h and V are in compliance with the isotherm plot and the
circulation pattern discussed earlier. At lower Ha, in the flow structure two vortices
in each halves of the mid-vertical plane exist with clockwise and counterclockwise
rotation, respectively. Accordingly, in the respective halves, the direction of the
velocity changes. With the formation of velocity boundary layer, the velocity along
the mid-vertical plane increases, resulting in a significant downward flow. The
magnitude of the velocity reduces with the increase of Ha due to stronger damping
effect at higher Ha.

For the completeness, the horizontal velocity component at the mid-vertical
plane is also processed. Corresponding plot for Ha = 0–100 is shown in Fig. 24.9.
The profile resembles the stream function plot for the respective Ha variations.
Also, the enhanced damping from higher Ha is clearly seen from the decrease in
magnitude of horizontal velocity.

24.6.3 Effect of Porous Medium

Influence of different resistance levels of flow medium is also explored in
Figs. 24.10 and 24.11 by changing the pertinent parameters, Darcy number and
porosity, respectively. Usually as Darcy number increases, the value of average
Nusselt number becomes higher indicating better and more heat transfer. In con-
trast, for the present case, as shown in Fig. 24.10, Nu reduces with Da. When flow
structures are scrutinized, the isotherms near the top cold wall is found curving

Fig. 24.9 Mid-vertical plane
U-velocity profile at Ra = 105

and different Ha with c = 0°
in clear domain
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away more and more as Da increases. It indicates thickening of thermal boundary
layer that results in lesser heat transfer, though the flow strength increases with
higher Darcy value following the common notion. As heat transfer decreases with
Da, corresponding Nu decreases. It should be mentioned here that for this inves-
tigation, porosity e is kept at 0.6 fixed along with other fixed parameters (Ra = 105,
Ha = 30, c = 0°). The cooling through the top wall reduces at higher Da as the
upper part of the linearly heated sidewalls rejects heat with simultaneous heating at
their lower portion. This is the root cause behind the deviation from the usual
observation. With the increase in Da value, flow circulation (maximum stream
function) increases but overall heat transfer decreases. So, for Da < 10−3 heatlines
are predominantly conduction flux. However, the energy circulation increases with
rise in Da value, with symmetric vortices observed at Da = 10−3.

When porosity e is varied from 0.1 to 1.0 in Fig. 24.11 at Da = 10−4 and the
same set of other parameters, almost no change in Nu is observed as porosity
increases. It is more or less consistent with the existing findings. Similar results are
obtained for the flow curves although a slight increase in maximum stream function
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Fig. 24.10 Effect of Darcy number (Da) on thermal fields and flow fields at Ra = 105, Ha = 30,
c = 0 for porous domain at e = 0.6
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value is noted. The heatlines follow the same notion with minimal change, with the
heat flowing symmetrically from sidewalls and terminating normally at the cold top
wall.

The above observations are clearly reflected in the trend curve of Nu as shown in
Fig. 24.12.

Fig. 24.11 Effect of porosity (e) on thermal fields and flow fields and heat line plots at Ra = 105,
Ha = 30 and c = 0, for porous domain at Da = 10−4

Fig. 24.12 Effect of Da and e
on average Nusselt number
(Nu) with Ra = 105, Ha = 30
and c = 0
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24.6.4 Impact of Hartmann Number on Local Nu

To understand heat flow along the linear heated sidewalls, the local Nusselt number
is computed for Ra = 105 as shown for the clear domain in Fig. 24.13a and the
porous domain in Fig. 24.13b. The local Nu with various Ha at the left and right
sidewalls indicates a symmetrical heat flow pattern through the both sidewalls in
both the flow domains. The local Nu is higher at the bottom of sidewalls (Y = 0) as
it interacts the circulating fluid first with maximum temperature difference. Local
Nu becomes zero at the top of the sidewalls as there imposed temperature is zero.
The interesting point of simultaneous heating and cooling is observed at lower Ha
(� 30, as mentioned earlier) for the clear domain by the change of sign of local Nu
in either sidewalls. It is totally absent for the porous domain. In general, local Nu of
right wall is indicated with the negative sign as the heat flows inside the cavity
through the right sidewall (in negative direction of positive X-axis). The local Nu is
found insensitive to any change in ha value (Fig. 24.13b).

(a) (b)

Fig. 24.13 Impact of Hartmann number on the distribution of local Nusselt number along the
both sidewalls at Ra = 105 for clear domain (a) and porous domain (b)
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24.7 Conclusions

The impact of magnetic fields and its orientation with respect to the cavity base on
the thermal-fluid flow cavity undergoing natural convection is analysed applying
linear heating at both the sidewalls, keeping bottom and top walls, respectively,
adiabatic and cold. The major observations are concluded as follows:

• Increased Nusselt number is noted with higher Ra for clear domain, which is
consistent with the existing findings and theoretical formulation.

• With increase in Hartmann number (Ha), Nu does not decrease monotonously. It
is because the sidewalls act as both heater and absorber of heat, simultaneously.

• The strong effect of Ha is revealed with the change of inclination angle of
magnetic fields. It is observed at an angle of c = 50° Nu minimum, and at
c = 90° Nu maximum.

• For porous domain, the effect of increase in Rayleigh number strongly depends
on permeability or Darcy number of porous substance. Nu trends are flat at
lower Da and of similar pattern as found for clear domain but reduced value at
higher Da.

• Nu reduces with enhanced Da value, contrary to the usual notion. The increase
in thermal boundary leads to less heat transfer rate despite strong flow strength.
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Chapter 25
Effect of Turbulence on Stability
of Journal Bearing with Micropolar
Lubrication: Linear and Non-linear
Analysis

Subrata Das and Sisir K. Guha

Nomenclature

Ah Constant parameter of turbulent shear coefficient for circumferential flow
(dimensionless)

Bh Exponential constant parameter of turbulent shear coefficient for circumfer-
ential flow (dimensionless)

C Radial clearance (m)
Cz Constant parameter of turbulent shear coefficient for axial flow

(dimensionless)
D Journal diameter, (m)
Dij Damping coefficients of micropolar fluid film, i ¼ r;/ and j ¼ r;/ (N s/m)
Dij Dimensionless damping coefficients of micropolar fluid film, Dij ¼ 2DijC3

lXR3L,

i ¼ r;/ and j ¼ r;/ (dimensionless)
D�z Exponential constant parameter of turbulent shear coefficient for axial flow

(dimensionless)
Fi Fluid film force components along r- and /-directions, i ¼ r and/ (N)
Fi Non-dimensional force components along r- and /-directions, �Fi ¼ FiC2=

lX2R3L
� �

, i ¼ r and u (dimensionless)
h Local film thickness (m)
h Non-dimensional film thickness, h ¼ h=C (dimensionless)
kh; kz Turbulent shear coefficient along circumferential direction and axial

directions, respectively, (dimensionless)
L Length of bearing (m)
lm Non-dimensional characteristics length of micropolar fluid (dimensionless)
M Rotor mass per bearing (kg)
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M Non-dimensional mass parameter, M ¼ MCX2=W0 (dimensionless)
Mcr Critical value of non-dimensional mass parameter (dimensionless)
N Coupling number (dimensionless)
p Local micropolar film pressure in the film region, (N/m2)
p Non-dimensional local micropolar film pressure in the film region,

p ¼ pC2= lXR2ð Þ (dimensionless)
Pi Local micropolar film pressure in the film region, i = 0, 1 and 2 for the

steady-state and first-order perturbed film pressures along r- and /-directions,
(N/m2)

pi Local micropolar film pressure in the film region, pi ¼ piC2

lXR2, i = 0, 1 and 2

for the steady-state and first-order perturbed film pressures along r- and
/-directions (dimensionless)

R Radius of the journal (m)
Re Mean or average Reynolds number defined by radial clearance, C,

Re ¼ qXRC=l (dimensionless)
Sij Stiffness coefficients of micropolar fluid film, i ¼ r;/ and j ¼ r;/ (N/m)
Sij Stiffness damping coefficients of micropolar fluid film, Sij ¼ 2SijC3

lXR3L, i ¼ r;/

and j ¼ r;/ (dimensionless)
t Time (s)
U U velocity of journal, U = XR, (m/s)
W Load in bearing, (N)
W0 Steady-state load in bearing (N)
W0 Non-dimensional steady-state load in bearing, W0 ¼ W0= lX2R3L

� �
(dimensionless)

x Cartesian coordinate axis in the circumferential direction, x = Rh, (m)
z Cartesian coordinate axis along the bearing axis (m)
z Non-dimensional Cartesian coordinate axis along the bearing axis, z ¼ 2z/L

(dimensionless)

Greek Symbols

e Eccentricity ratio (dimensionless)
e0 Steady-state eccentricity ratio (dimensionless)
e1 Perturbed eccentricity ratio (dimensionless)
k Whirl ratio, k = xp/ X (dimensionless)
/ Attitude angle (rad)
/0 Steady-state attitude angle, (rad)
Ux;z Micropolar fluid functions along circumferential and axial directions
Uh;z Non-dimensional micropolar fluid functions along circumferential and axial

directions (dimensionless)
K Characteristics length of the micropolar fluid, K = (c/4l)1/2

c Viscosity coefficient of micropolar fluid, (N s)
l Newtonian viscosity coefficient, (Pa s)
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xp Angular velocity of the orbital motion of the journal centre, (rad/s)
Ω Angular velocity of journal (rad/s)
xp Angular velocity of the orbital motion of the journal centre (rad/s)
h Circumferential coordinate (rad)
hc Circumferential coordinate where the film cavitates, (rad)
s Non-dimensional time, s ¼ Xt (dimensionless)

25.1 Introduction

The problem of turbulent flow in bearing is very much relevant in modern-day
industry because of the high speed of rotating machines and application of low
viscosity lubricants. There are many research work carried in past decades
addressing the problem of turbulence in journal bearings. The effect of turbulence in
high-speed bearing operations was first considered by Wilcock [1]. In his work, he
has made an attempt to develop a reasonable engineering theory for turbulent
lubrication. Constantinescu [2–4] has worked on the theory of turbulent lubrication
in detail. In his work, Prandtl’s mixing length concept was applied to derive the
modified Reynolds equation applicable to turbulent hydrodynamic lubrication. Ng
and Pan [5] and Elrod and Ng [6] used the concept of Reichardt’s eddy diffusivity
for analysis of bearings operating in turbulent regime. After rigorous study on
different turbulent models applied to bearings, Taylor and Dawson [7] suggested the
application of the turbulent model proposed by Ng and Pan. Soni et al. [8] carried
out non-linear transient analysis of finite journal bearings operating in laminar and
turbulent flow regimes. Zhang et al. [9] presented a brief review on different tur-
bulent models that are applied in the analysis of different hydrodynamic lubrication
problems.

Most of the research works incorporating turbulence in bearings considered so
far has assumed the lubricant as Newtonian fluid. But practically, the lubricants
used in the industry are often blended with additives to improve different lubricant
properties. After long use in industry the lubricants also get contaminated with worn
out particles. Under such conditions, these lubricants do not behave as Newtonian
fluid and the predictions of different performance characteristics give erroneous
results if conventional continuum theorem is applied in the analysis. Eringen [10]
proposed micropolar fluid theory that can be used to analyse performance of
bearings lubricated by such non-Newtonian fluid without serious error. According
to this theory, the microstructures present in the lubricant have linear as well as
micro-rotational motion while the fluid flows through narrow gap, e.g. the lubricant
flow through the annular space between the journal and bearing. In such cases,
additional viscosity coefficient due the micro-rotation of the microstructure has to
be incorporated in the governing equation. Allen and Kline [11] applied the theory
of micropolar fluid in bearing lubrication. Prakash and Sinha [12] carried out a
theoretical study on the application of the micropolar fluid to a journal bearing
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considering a two-dimensional incompressible steady laminar flow between two
eccentric cylinders in relative rotary motion. Khonsari and Brewe [13] studied the
lubricating effectiveness of micropolar fluid for a finite journal bearing.

The analysis of bearings with turbulent flow of micropolar lubricant has only
started in the current century when Faralli and Belfiore [14] carried out steady-state
analysis of worn spherical bearings. Rana et al. [15] conducted dynamic analysis on
short journal bearings in micropolar lubrication with turbulent effect. Ghosh and
Guha [16] applied couple stress fluid model in the investigation of linear stability
characteristics of journal bearings with turbulent flow of lubricant. Das and Guha
[17] carried out linear dynamic analysis to find the effect of turbulence on the
dynamic response coefficients of journal bearings of finite width. In continuation to
the previous work, Das and Guha [18] carried out the linear stability analysis of
journal bearings under turbulent micropolar lubrication. Theoretical analysis of
stability characteristics of a micropolar fluid lubricated journal bearing has been
carried out by Das et al. [19]. Both linear and non-linear methods have been
demonstrated in the analysis. None of the works available in the literature so far
that presents non-linear analysis of journal bearings operating with turbulent flow of
non-Newtonian lubricant. Hence in the present analysis, an attempt has been made
to study the effect of turbulence on the stability of journal bearing under micropolar
lubrication following the non-linear technic. A comparative study of the stability
characteristics obtained from linear and non-linear study also has been presented.

25.2 Analysis

25.2.1 Governing Equation

A schematic diagram of a hydrodynamic journal bearing with the circumferential
coordinate system used in the analysis is shown in Fig. 25.1. The journal rotates
with a rotational speed, X rad/s about its axis. With the usual assumptions con-
sidered for the thin micropolar lubrication film and the assumptions of the absence
of the body and inertia forces and body couples, the modified Reynolds equation
[14–18] for two-dimensional flow of micropolar lubricant with turbulent effect is
written as follows:

@

@x
Ux h;K;Nð Þ @p

@x

� �
þ @

@z
Uz h;K;Nð Þ @p

@z

� �
¼ 1

2
lU

@h
@x

þ l
@h
@t

ð25:1Þ

where

Ux;z h;K;Nð Þ ¼ h3

kx;z
þK2h� NKh2

2
coth

Nh
2K

� �
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N ¼ v
2lþ v

� �1
2

; K ¼ c
4l

� �1
2

; lv ¼ lþ 1
2
v

Here, lv is the viscosity of the base fluid, l is the viscosity of the Newtonian
fluid, v is the spin viscosity, c is the material coefficient, N is the coupling number,
K is the characteristics length of the micropolar fluid. h is the film thickness, p is the
micropolar film pressure in the bearing and kx, z are turbulent constants the value of
which is given in Ref. [7]. The coupling number and the micropolar characteristic
length are known as micropolar parameters as they signify the presence of
microstructure and the interaction of these microstructures with the film gap
between the journal and the bearing. The function Ux;z h;K;Nð Þ is known as
micropolar fluid function. This function takes into account all the parameters (ge-
ometrical, micropolar and flow parameters) that affect the performance of the
journal bearing system.

Among the available theories of turbulent lubrication, the theories proposed by
Constantinescu [2–4] and Ng, Pan and Elrod [5, 6] are most popular. It is interesting
to note that both the theories have resulted in the same form of Reynolds equation
for turbulent lubrication.

As per Constantinescu’s approach, the derivation of the modified Reynolds
equation is based on the concept of Prandtl’s mixing length which is a function of
the local Reynolds number, Reh. By adopting the methods of linearization, the
following empirical relations for the turbulent coefficients, kx and kz are obtained:

Fig. 25.1 Configuration of the journal bearing showing the whirling orbit of the journal centre
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kx ¼ 1
Gx

¼ 12þ 0:0260ðRehÞ0:8265 ð25:2aÞ

kz ¼ 1
Gz

¼ 12þ 0:0198ðRehÞ0:741 ð25:2bÞ

In a different approach, the derivation of the modified Reynolds equation, Ng,
Pan and Elrod [5, 6] used the concept of Reichard’s eddy diffusivity to represent the
turbulent shearing stress, in terms of the mean velocity gradient. In this approach,
both the shearing stresses under the laminar flow condition and that due to the eddy
viscosity under the turbulent flow condition contribute to the resultant shearing
stress. The expressions for turbulent shear coefficients are given by.

kx ¼ 12þAxðRehÞBx ð25:3aÞ

kz ¼ 12þCzðRehÞDz ð25:3bÞ

Here, Ax, Bx, Cz and Dz are turbulent shear constants and their values, as pro-
posed by Ng and Pan [5] are given in Table 25.1.

Introducing a rotating coordinate system for a journal whose centre is rotating
with an angular velocity of xp the modified Reynolds equation as in (25.1) can be
written as

@

@x
Ux h;K;Nð Þ @p

@x

� �
þ @

@z
Uz h;K;Nð Þ @p

@z

� �
¼ 1

2
lU

@h
@x

þ l
@h
@t

� lxp
@h
@h

ð25:4Þ

Using the following substitutions

h ¼ x
R
; z ¼ z

L=2
; h ¼ h

C
; p ¼ pC2

lXR2 ; lm ¼ C
K
; s ¼ Xt:

Table 25.1 Values of the turbulent shear constants as proposed by Ng and Pan [5]

Reynolds number Ax Bx Cz Dz

Re < 5000 0.0039 1.06 0.0021 1.06

5000 � Re < 10,000 0.0250 0.84 0.0088 0.88

10,000 � Re < 50,000 0.0250 0.84 0.0136 0.84

Re > 50,000 0.0388 0.8 0.0213 0.8
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Equation (25.4) can be normalized as follows:

@

@h
Uh h; lm;N

� � @p
@h

� �
þ D

L

� �2
@

@z
Uz h; lm;N

� � @p
@z

� �
¼ 1

2
1� 2/0ð Þ @h

@h
þ @h

@s

ð25:5Þ

where

Uh;z h; lm;N
� � ¼ h

3

kh;z
þ h

l2m
� 1
2
h
2
N

lm
cot h

h � lm � N
2

� �
;

kh ¼ 12þAh Reh
� �Bh and kz ¼ 12þCz Reh

� �Dz

and

/0 ¼ @/
@s

25.2.2 Theoretical Analysis of Linear Stability
Characteristics

25.2.2.1 Perturbed Equations

It is assumed that the journal undergoes a whirling motion in an elliptical orbit
about its mean steady-state position (e0;/0) with amplitudes Re e1eiks

� �
and

Re e0/1e
iks

� �
along the line of centres and perpendicular to the line of centres,

respectively. For the first-order perturbation, the non-dimensional pressure and film
thickness can be expressed as

p ¼ p0 þ p1e1e
iks þ p2e0/1e

iks

h ¼ h0 þ e1eiks cos hþ e0/1e
iks sin h

kh ¼ kh0 þ kh1e1eiks þ kh2e0/1e
iks

kz ¼ kz0 þ kz1e1eiks þ kz2e0/1e
iks

9>>=
>>; ð25:6Þ

where

h0 ¼ 1þ e0 cos h; e ¼ e0 þ e1eiks; / ¼ /0 þ/1e
iks and k ¼ x=X:

ð25:7aÞ

kh0 ¼ 12þ ah Reh0
� �bh ; kz0 ¼ 12þ cz Reh0

� �dz ð25:7bÞ
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kh1 ¼ ahbh cos h Reh0ð Þbh
h0

; kh2 ¼ ahbh sin h Reh0ð Þbh
h0

ð25:7cÞ

kz1 ¼ czdz cos h Reh0ð Þdz
h0

; kz2 ¼ czdz sin h Reh0ð Þdz
h0

: ð25:7dÞ

Substituting expressions (25.6) into Eq. (25.5) and collecting the zeroth- and
first-order terms of e1 and e0/1 gives the following set of equations in p0, p1 and p2:

@

@h
Uh0 h0; lm;N

� � @p0
@h

� �
þ D

L

� �2
@

@z
Uz0 h0; lm;N

� � @p0
@z

� �
¼ 1

2
@h0
@h

ð25:8Þ

@

@h
Uh0 h0; lm;N

� � @p1
@h

� �
þ D

L

� �2

Uz0 h0; lm;N
� � @2p1

@z2
þ @

@h
U0

h0 h0; lm;N
� �

cos h
@p0
@h

� �

þ D
L

� �2

U0
z0 h0; lm;N
� �

cos h
@2p0
@z2

¼ � 1
2
sin hþ ik cos h

ð25:9Þ

@

@h
Uh0 h0; lm;N

� � @p2
@h

� �
þ D

L

� �2

Uz0 h0; lm;N
� � @2p2

@z2
þ @

@h
U0

h0 h0; lm;N
� �

sin h
@p0
@h

� �

þ D
L

� �2

U0
z0 h0; lm;N
� �

sin h
@2p0
@z2

¼ 1
2
cos hþ ik sin h� 1

e0

@h0
@h

� �
ð25:10Þ

Uh0 h0; lm;N
� � ¼ h

3
0

kh0
þ h0

l2m
� 1
2
h
2
0N
lm

coth
h0 � lm � N

2

� �
ð25:11aÞ

Uz0 h0; lm;N
� � ¼ h

3
0

kz0
þ h0

l2m
� 1
2
h
2
0N
lm

coth
h0 � lm � N

2

� �
ð25:11bÞ

U0
h0 h0; lm;N
� � ¼ h

2
0

kh0
3� ahbh Reh0

� �bh
kh0

( )
þ 1

l2m
� h0N

lm
cot h

h0 � lm � N
2

� �

þ N2h
2
0

4
cosech2

h0 � lm � N
2

� �
ð25:11cÞ
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U0
z0 h0; lm;N
� � ¼ h

2
0

kz0
3� czdz Reh0

� �dz
kz0

( )
þ 1

l2m
� h0N

lm
coth

h0 � lm � N
2

� �

þ N2h
2
0

4
cosech2

h0 � lm � N
2

� �
ð25:11dÞ

Equations (25.8) to (25.10) have been discretized using finite central difference
method and solved using Gauss–Seidel iterative method using the following
boundary conditions:

(i) pi h;�1ð Þ ¼ 0 (ambient pressure at both bearing ends)

(ii) @pi
@z ¼ 0 (symmetrical pressure at the midplane)

(iii) @pi hc;zð Þ
@h ¼ 0, pi h; zð Þ ¼ 0 for h� hc (cavitation condition)

where hc represents the angular coordinate at which film cavitates and the
subscripts i = 0, 1, 2 represents the steady-state and first-order perturbed pressures
in Eqs. (25.8), (25.9) and (25.10), respectively.

25.2.2.2 Dynamic Response Coefficients

The dynamic pressures p1 and p2 are produced due to the dynamic displacements of
the journal centre Re Ce1eisð Þ parallel to and Re Ce0/1e

isð Þ perpendicular to the line
of centres. The components of the dynamic load due to the dynamic pressure p1
along and perpendicular to the line of centres can be written as

W1ð Þr¼
Z1

0

Zhc
0

p1R cos h � dh � dz ð25:12aÞ

W1ð Þu¼
Z1

0

Zhc
0

p1R sin h � dh � dz ð25:12bÞ

It is found that the fluid film which supports the rotor is equivalent to a spring
and dashpot system. Since the journal exerts a small harmonic oscillation about its
steady-state position, the dynamic load carrying capacity can be expressed as a
spring and a viscous damping force, as given below

� W1ð Þre1eis ¼ Srr � Y þDrr � dYdt ð25:13aÞ
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� W1ð Þ/e1eis ¼ S/r � Y þD/r � dYdt ð25:13bÞ

where

Srr ¼ Direct spring stiffness in radial direction
Drr ¼ Direct viscous damping in radial direction
S/r ¼ Cross-spring stiffness; motion in tangential direction creating spring force

in radial direction
D/r ¼ Cross-viscous damping; motion in tangential direction creating viscous

force in radial direction
Y ¼ Position of the journal centre = Ce1eis:

Now,

W1
� �

r¼
W1ð ÞrC2

lxR3L
¼

Z1

0

Zhc
0

p1 cos h � dh � dz ð25:14aÞ

W1
� �

/¼
W1ð Þ/C2

lxR3L
¼

Z1

0

Zhc
0

p1 sin h � dh � dz ð25:14bÞ

From Eqs. (25.13a) and (25.14a), we can write

� W1ð Þre1eis ¼ Srr � Ce1eisð ÞþDrr � iCe1eisð Þ � xp

or; � W1ð Þr¼ Srr � Cþ i � Drr � C � xp

or; � lxR3L
C2 W1

� �
r¼ Srr � Cþ i � Drr � C � xp

or; � W1
� �

r¼ � R1
0

Rhc
0
p1 cos h � dh � dz ¼ Srr þ i � Drr � k

ð25:15aÞ

Similarly from Eqs. (25.13b) and (25.14b), we obtain

� W1
� �

/¼ �
Z1

0

Zhc
0

p1 sin h � dh � dz ¼ S/r þ i � D/r � k ð25:15bÞ

where

Srr ¼ SrrC3

lxR3L
; S/r ¼ S/rC3

lxR3L
; Drr ¼ DrrC3

lxR3L
andDrr ¼ DrrC3

lxR3L

Since p1 is complex, the dynamic load W1 can be expressed in terms of real and
imaginary parts as
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W1 ¼ Re W1
� �þ iIm W1

� � ð25:16Þ

Hence from Eqs. (25.15a, 25.15b), we can find out the expressions for dimen-
sionless stiffness and damping coefficients. These expressions are written as

Srr ¼ �Re
Z1

0

Zhc
0

p1 cos h � dh � dz
0
@

1
A ð25:17aÞ

Sur ¼ �Re
Z1

0

Zhc
0

p1 sin h � dh � dz
0
@

1
A ð25:17bÞ

Drr ¼ �Im
Z1

0

Zhc
0

p1 cos h � dh � dz
0
@

1
A,

k ð25:17cÞ

D/r ¼ �Im
Z1

0

Zhc
0

p1 sin h � dh � dz
0
@

1
A,

k ð25:17dÞ

Similarly, considering the dynamic displacement of the journal centre along /�
direction, we obtain the following result

S// ¼ �Re
Z1

0

Zhc
0

p2 sin h � dh � dz
0
@

1
A ð25:18aÞ

Sr/ ¼ �Re
Z1

0

Zhc
0

p2 cos h � dh � dz
0
@

1
A ð25:18bÞ

D// ¼ �Im
Z1

0

Zhc
0

p2 sin h � dh � dz
0
@

1
A,

k ð25:18cÞ

Dr/ ¼ �Im
Z1

0

Zhc
0

p2 cos h � dh � dz
0
@

1
A,

k ð25:18dÞ

The stiffness and damping coefficients, also known as dynamic response coef-
ficients, can be used to study the linear stability characteristics of a rigid rotor in
terms of critical mass parameter and whirl ratio.
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25.2.2.3 Stability Characteristics

The stability of the journal is analysed by combining the equations of motion and
the resultant film forces Fr and F/ in the r� and /� directions, respectively.
Referring to Fig. 25.1, the equation of motion of the rigid journal, assuming the
rotor to be rigid, can be written as

Fr þW cos/�MC
d2e
dt2

� e
d/
dt

� �2
" #

¼ 0 ð25:19Þ

F/ �W sin/�MC e
d2/
dt2

þ 2:
de
dt

:
d/
dt

� �
¼ 0 ð25:20Þ

For a journal operating in steady-state condition the equation of motion can be
written as

Fr0 þW0 cos/0 ¼ 0 ð25:21aÞ

F/0 �W0 sin/0 ¼ 0 ð25:21bÞ

Substituting Eqs. (25.13a, 25.13b) and (25.21a, 25.21b) into Eqs. (25.19) and
(25.20), neglecting the higher-order terms and normalizing, we obtain the following
equations

�MW0k
2 þ Srr þ ikDrr

� �
e1 þ W0 sin/0 þ Sr/e0 þ ikDr/e0

� �
/1 ¼ 0 ð25:22Þ

S/r þ ikD/r
� �

e1 þ �MW0k
2e0 þW0 cos/0 þ S//e0 þ ikD//e0

� �
/1 ¼ 0 ð25:23Þ

where

M ¼ MCX2

W0
;W0 ¼ W0C2

lX2R3L
; Fr ¼ FrC2

lX2R3L
andF/ ¼ F/C2

lX2R3L

For a non-trivial solution of e1 and /1, the determinant of Eqs. (25.22) and
(25.23) must vanish and thus

�MW0k
2 þ Srr þ ikDrr W0 sin/0 þ Sr/e0 þ ikDr/e0

S/r þ ikD/r �MW0k
2e0 þW0 cos/0 þ S//e0 þ ikD//e0

����
���� ¼ 0

ð25:24Þ

Equation (25.24) has been simplified, and the real and imaginary terms have
been equated to zero to obtain the following two expressions
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�M �W0 ¼ 1

k2 �Drr þ �D//
� �

�Drr�S// þ �Srr �D//
� �� �Dr/�S/r þ �Sr/ �D/r

� �
þ

�W0

e0
�Drr cos/0 � �D/r sin/0

� �
2
64

3
75 ð25:25Þ

MW0
� �2

k4 � MW0
W0 cos/0

e0
þ Srr þ S//

� �
þ DrrD// � Dr/D/r
� �� �

k2

þ SrrS// � Sr/S/r
� �þ W0

e0
Srr cos/0 � S/r sin/0

� � ¼ 0

ð25:26Þ

Equations (25.25) and (25.26) are solved simultaneously to obtain the values of
critical mass parameter and whirl ratio.

25.2.3 Theoretical Analysis of Non-linear Stability
Characteristics

25.2.3.1 Fluid Film Forces and Steady-State Load

The components of fluid film forces along the line of centres (Fr) and perpendicular
to the line of centres (Fu) are written as follows:

Frð Þ ¼
ZL

0

Zhc
0

pR cos h � dh � dz ð25:27Þ

F/
� � ¼ ZL

0

Zhc
0

pR sin h � dh � dz ð25:28Þ

Equations (25.27) and (25.28) are normalized using the following substitutions.

p ¼ pC2

lXR2 ;Fr ¼ FrC2

lX2R3L
;F/ ¼ F/C2

lX2R3L
and z ¼ z

L=2
;
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The non-dimensional components of fluid film forces obtained along radial and
tangential directions are written as follows:

Fr ¼
Z1

0

Zhc
0

p cos h � dh � dz ð25:29aÞ

F/ ¼
Z1

0

Zhc
0

p sin h � dh � dz ð25:29bÞ

The steady-state load capacity is obtained as

W0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Fr
� �

0

n o2
þ F/

� �
0

n o2
r

ð25:30Þ

where Fr
� �

0 and F/
� �

0 are the dimensionless steady-state hydrodynamic forces
along radial and tangential directions, respectively.

25.2.3.2 Equations of Motion

Considering the equilibrium of forces, the equations of motion of the journal along
the line of centres and perpendicular to the line of centres can be written as

Fr þW cos/�MC
d2e
dt2

� e
d/
dt

� �2
" #

¼ 0 ð25:31Þ

F/ �W sin/�MC e
d2/
dt2

þ 2:
de
dt

:
d/
dt

� �
¼ 0 ð25:32Þ

Equations (25.31) and (25.32) have been normalized and written as follows:

MW0
d2e
dt2

� e
d/
dt

� �2
" #

¼ Fr þW0 cos/ ð25:33Þ

MW0 e
d2/
dt2

þ 2:
de
dt

:
d/
dt

� �
¼ F/ �W0 sin/ ð25:34Þ

where M ¼ MCX2

W0
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25.2.3.3 Methos of Solution

The non-dimensional equations of motions Eqs. (25.33) and (25.34) are
second-order differential equations. These two equations have arranged into four
first-order differential equation in the following way:

e0 ¼ @e
@s

ð25:35aÞ

/0 ¼ @/
@s

ð25:35bÞ

de0

ds
¼ 1

MW0
Fr þW0 cos/
� �þ e:/02 ð25:35cÞ

d/0

ds
¼ 1

MW0:e
F/ �W0 sin/
� �� 2e0/0

e
ð25:35dÞ

Equation (25.5) is initially solved for steady-state conditions ðe0 ¼ /0 ¼ / ¼ 0Þ
using Gauss–Seidel iterative technic applying the boundary conditions to obtain
non-dimensional pressure. This non-dimensional pressure has been used to com-
pute the steady-state hydrodynamic forces and steady-state load capacity.

The set of first-order differential Eqs. (25.35a, 25.35b, 25.35c, 25.35d) has been
solved simultaneously for e;/; e0 and/0 using fourth-order Runge–Kutta Method.
These values are then used in Eqs. (25.33) and (25.34) to obtain new values of
pressure distributions which are used to find out the dynamic forces. These are
again used to compute the new values of state variables. This process continues
until a definite pattern of journal orbit is obtained. This method is similar to that
followed by Akers et al. [20].

25.3 Results and Discussions

In the present chapter, stability characteristics of journal bearings under turbulent
micropolar lubrication have been analysed using both linear and non-linear tech-
niques. The results have been obtained by using values turbulent shear coefficients
as proposed by Ng and Pan. The values of stability parameters in terms of critical
mass parameter and whirl ratio have been obtained under certain parametric con-
ditions and plotted in graphical forms to show the effect of turbulence on the
stability parameters.
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25.3.1 Critical Mass Parameter, Mcr

The influence of turbulence on critical mass parameter has been shown in Figs. 25.2
and 25.3 as a function of micropolar characteristic length for L/D = 1.0, N2 = 0.3
and e0 = 0.4. Figure 25.2 presents the values of critical mass parameter obtained
from linear stability analysis, whereas Fig. 25.3 presents the values of critical mass
parameter obtained from non-linear stability analysis. It has been found that the
values of the critical mass parameter reduce as the Reynolds number increases.
Further, at the lower values of lm, i.e. when the micropolar effect in the lubricant is
high, the reduction in critical mass parameter is more significant. A close obser-
vation of Eq. (25.1) shows that value of pressure increases with increase in Re.

Fig. 25.2 Mcr versus lm for
different values of Re in linear
stability analysis

Fig. 25.3 Mcr versus lm for
different values of Re in
non-linear stability analysis
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This improves the load carrying capacity. Moreover, the non-dimensional mass
parameter varies inversely with the load capacity. Hence an increase in steady-state
load will decrease the non-dimensional mass parameter. It has been also found that
at high values of Reynolds number (Re > 3000) the critical mass parameter initially
increases with increase in lm up to lm � 25 and then remains constant as lm ! ∞,
i.e. the lubricant becomes Newtonian fluid. But at lower values of Reynolds
number, the variation of critical mass parameter is almost negligible. The highest
value of critical mass parameter is obtained at laminar flow conditions. Similar
observations have been reported in [18] for linear stability analysis.

The linear and non-linear stability analyses have yielded similar variation of
critical mass parameter. The comparison of results obtained for the stability
parameters, viz. critical mass parameter and whirl ratio in linear and non-linear
stability analysis, has been shown in Table 25.2 for both laminar and turbulent flow
conditions. It can be seen that the values of critical mass parameter obtained in
non-linear analysis are more as compared to that obtained in linear stability anal-
ysis. In linear stability analysis, only first-order terms of perturbed eccentricity ratio
has been considered neglecting the higher-order terms. This makes the linear sta-
bility analysis to render approximate values of critical mass parameter. But the
values obtained in case of non-linear stability analysis are more accurate as com-
pared to those obtained in linear stability analysis.

A comparison of the values of critical mass parameter obtained using linear
stability analysis and non-linear stability analysis is shown in Table 25.2. It can be
observed that the value of critical mass parameter obtained by linear stability is less
as compared to those obtained using non-linear analysis.

25.3.2 Whirl Ratio, k

Variation of whirl ratio with respect to lm is presented in Figs. 25.4 and 25.5 for
various values of Reynolds number at L/D = 1.0, N2 = 0.3 and e0 = 0.4.
Figure 25.4 shows the values of whirl ratio obtained from linear stability analysis,
and Fig. 25.5 presents the values of whirl ratio obtained in non-linear analysis. It is
observed that at laminar flow conditions (i.e. when the values of Re is low), the
whirl ratio does not vary significantly with lm, whereas, for higher values of Re,
whirl ratio initially reduces with increase in lm and almost remains unaltered as lm is

Table 25.2 Comparison of linear and non-linear stability analysis at L/D = 1.0, lm = 20.0,
N2 = 0.4 and e0 = 0.4

Flow regime Mcr

linear
Mcr

non-linear
k
linear

k
non-linear

Laminar 7.61343 7.71 0.53801 0.44917

Turbulent (Re = 10,000) 5.03569 6.49 0.59818 0.48515
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further increased. At any value of lm, the influence of turbulence is to increase the
whirl ratio. The effect of Reynolds number on the whirl ratio is more when the
micropolar effect is very high, i.e. when the value of lm is low. This effect is reduced
gradually as lm ! ∞, i.e. the lubricant starts behaving as Newtonian fluid. Hence,
the lowest value whirl ratio is observed when the lubricant flow is laminar. Similar
results were obtained by Das and Guha [18] for linear stability analysis.

The results obtained from linear and non-linear stability analysis have yielded
similar variation of whirl ratio with Reynolds number. The values of whirl ratio
obtained from linear and non-linear stability have been presented in Table 25.2.

Fig. 25.4 k versus lm for
different values of Re in linear
stability analysis

Fig. 25.5 k versus lm for
different values of Re in
non-linear stability analysis
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25.3.3 Journal Orbits

Using the values of the stability parameters, the trajectory of the journal centre has
been plotted and is shown in Fig. 25.6a–f at L/D = 1.0, lm = 20.0, e0 = 0.4,
N2 = 0.4 in both laminar and turbulent flow conditions.

The values of the stability parameters have been used to obtain the threshold of
stability for which the journal centre executes in a stable cycle called the limit cycle.
If the value of the stability mass parameter is less than the threshold value, the
journal centre trajectory tends to converge towards the centre of oscillation and the
motion of the journal is said to be stable. Whereas, if the mass parameter is higher
than the threshold value, the journal centre tends to move away from the centre and
the system becomes unstable.

It is observed from Fig. 25.6a, d that the threshold of stability, i.e. critical mass
parameter for laminar flow, is higher as compared to that of turbulent flow. As the
Reynolds number increases, the formation of eddies starts making the flow turbu-
lent and further increase in Re causes more number of eddy formations. This causes
the journal to shift away from its stable position causing the journal become
unstable. Hence, the critical mass parameter for turbulent flow is less than that of in
case of laminar flow under similar operating conditions.

Further, it is also observed from Fig. 25.6b, f that for the similar parametric
conditions and same value of mass parameter, a stable orbit is obtained in case of
laminar flow but unstable orbit is observed in case of turbulent flow.

25.3.4 Comparison of Different Turbulent Models

The numerical values of stability characteristics were computed using two turbulent
models predicted by Constantinescu [2–4] and Ng and Pan [5] for the comparison
of two different turbulent models. The results obtained by aforesaid two models of
turbulence at various parametric conditions are presented in Tables 25.3, 25.4, 25.5
and 25.6. Tables 25.3 and 25.5 show the values obtained in linear stability analysis,
whereas Tables 25.4 and 25.6 show the values of stability parameters computed
using non-linear technic.

The tabulated data gives the comparison of the stability characteristics in terms
of critical mass parameter and whirl ratio obtained by using Constantinescu’s model
with those of Ng–Pan when Reynolds number is taken as parameters. The com-
parison shows a small discrepancy between the two results. This discrepancy may
be attributed to the different expressions for turbulent shear coefficients kx and kz
predicted in two models of turbulence. In fact, Constantinescu proposed the same
values of turbulent coefficients at all values of Reynolds number, whereas Ng and
Pan have proposed the different values of the turbulent coefficients for various
ranges of Reynolds number. On going through the tables, it has been observed that
Constantinescu’s model predict higher values of stability threshold (critical mass
parameter) as compared to those of Ng and Pan models at all parametric conditions.
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Fig. 25.6 a Limit cycle of the journal centre for laminar flow, b stable orbit of journal for laminar
flow, c unstable orbit of journal for laminar flow, d limit cycle of the journal centre for turbulent
flow, e stable orbit of journal for turbulent flow, f unstable orbit of journal for turbulent flow
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Table 25.3 Comparison of data obtained for critical mass parameter using Ng–Pan model and
Constantinescu model at L/D = 1.0, N2= 0.3 and e0 = 0.4 (linear stability)

lm Re = 1000.0 Re = 3000 Re = 5000.0 Re = 9000.0

Mcr
� �ng

Mcr
� �c

Mcr
� �ng

Mcr
� �c

Mcr
� �ng

Mcr
� �c

Mcr
� �ng

Mcr
� �c

10.0 6.7367 6.84118 5.85209 6.10171 5.49081 5.55691 4.236 4.39273

30.0 6.77069 6.85913 6.1213 6.22487 5.86751 6.08421 5.67174 5.63857

50.0 6.70506 6.78765 6.07178 6.4635 5.80715 6.01856 5.6092 5.87342

70.0 6.67024 6.75018 6.04151 6.4226 5.776 5.98028 5.56894 5.8299

Mcr
� �ng

indicates the value of critical mass parameter obtained using Ng and Pan model
Mcr
� �c

indicates the value of critical mass parameter obtained using Constantinescu model

Table 25.4 Comparison of data obtained for critical mass parameter using Ng–Pan model and
Constantinescu model at L/D = 1.0, N2= 0.3 and e0 = 0.4 (non-linear stability)

lm Re = 1000.0 Re = 3000 Re = 5000.0 Re = 9000.0

Mcr
� �ng

Mcr
� �c

Mcr
� �ng

Mcr
� �c

Mcr
� �ng

Mcr
� �c

Mcr
� �ng

Mcr
� �c

10.0 6.70 6.77 5.89 6.36 5.81 6.17 5.11 5.48

30.0 6.85 6.93 6.28 6.65 6.40 6.58 6.27 6.54

50.0 6.78 6.85 6.24 6.59 6.32 6.49 6.18 6.45

70.0 6.74 6.81 6.19 6.54 6.26 6.44 6.11 6.37

Mcr
� �ng

indicates the value of critical mass parameter obtained using Ng and Pan model
Mcr
� �c

indicates the value of critical mass parameter obtained using Constantinescu model

Table 25.5 Comparison of data obtained for Whirl ratio using Ng–Pan model and Constantinescu
model at L/D = 1.0, N2= 0.3 and e0 = 0.4 (linear stability)

lm Re = 1000.0 Re = 3000 Re = 5000.0 Re = 9000.0

kð Þng kð Þc kð Þng kð Þc kð Þng kð Þc kð Þng kð Þc
10.0 0.54299 0.54361 0.54482 0.55983 0.5571 0.57500 0.5997 0.60481

30.0 0.54333 0.54388 0.54475 0.55979 0.5572 0.55949 0.56123 0.57386

50.0 0.54328 0.54380 0.54466 0.54514 0.55732 0.55932 0.55912 0.55835

70.0 0.54319 0.54370 0.54454 0.54501 0.5573 0.55920 0.5591 0.55828

kð Þng indicates the value of whirl ratio obtained using Ng and Pan model
kð Þc indicates the value of whirl ratio obtained using Constantinescu model
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25.4 Conclusions

Based on the ongoing analysis of stability of journal bearing in laminar and tur-
bulent flow regimes, the following conclusions can be drawn:

The influence of turbulence is to reduce the critical mass parameter. This effect is
observed for all values of micropolar characteristic length. The highest value of
critical mass parameter is found in case of a journal bearing with laminar flow of
lubricant. Hence, it can be concluded that the turbulence adversely affects the
stability of a journal bearing.

The critical mass parameter initially found to increase with increase in
micropolar characteristic length. After achieving an optimum value, the critical
mass parameter decreases with further increase in characteristic length when the
Reynolds number is taken as a parameter. This optimum value of stability
parameter decreases with increase in Reynolds number.

Turbulence in the fluid film causes an enhancement in the whirl ratio. Whirl ratio
is found to attain lowest value in case of a journal bearing operating in laminar flow
regime.

The stability thresholds obtained using non-linear analysis is more as compared
to those obtained using linear analysis for both laminar and turbulent flow.
Although the values of stability parameters obtained in case of linear and non-linear
analysis are very close to each other, while designing the journal bearing system
non-linear analysis may be preferred due to the accuracy of the method.

The parametric study of two different turbulent lubrication models reveals that
the difference in values of stability parameters obtained using Ng and Pan models,
and Constantinescu model is marginal.

Table 25.6 Comparison of data obtained for Whirl ratio using Ng–Pan model and Constantinescu
model at L/D = 1.0, N2= 0.3 and e0 = 0.4 (non-linear stability)

lm Re = 1000.0 Re = 3000 Re = 5000.0 Re = 9000.0

kð Þng kð Þc kð Þng kð Þc kð Þng kð Þc kð Þng kð Þc
10.0 0.47371 0.47693 0.48067 0.48038 0.50311 0.48201 0.53548 0.49582

30.0 0.47166 0.47256 0.47279 0.47704 0.47571 0.47946 0.47973 0.48035

50.0 0.47205 0.47355 0.47267 0.47685 0.47417 0.47729 0.47758 0.47949

70.0 0.47239 0.47406 0.47258 0.47721 0.47424 0.47734 0.47931 0.48074

kð Þng indicates the value of whirl ratio obtained using Ng and Pan model
kð Þc indicates the value of whirl ratio obtained using Constantinescu model
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Chapter 26
MHD Convection with Heat Generation
in a Porous Cavity

Soumyodeep Mukherjee, Nirmalendu Biswas and Nirmal K. Manna

Nomenclature

B Uniform magnetic field (tesla)
Da Darcy number
G Ratio of heat generation–absorption
H Height of the cavity/length scale, m
Ha Hartmann number
K Permeability of porous medium, m2

L Length of the cavity, m
Nu Average Nusselt number
p Pressure, Pa
P Dimensionless pressure
Pr Prandtl number
Ra External Rayleigh number
RaI Internal Rayleigh number
Ram Modified Darcy–Rayleigh number
T Temperature, K
g Velocity components, m/s
U;V Dimensionless velocity components
x; y Cartesian coordinates, m
X; Y Dimensionless coordinates

Greek Symbols

a Thermal diffusivity, m2/s
b Thermal expansion coefficient, K−1

c Inclination angle of the magnetic field
h Dimensionless temperature
e Porosity
t Kinematic viscosity, m2/s
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q Density, kg/m3

j Electrical conductivity (lS cm−1)
w Dimensionless stream function

Subscripts

c; h Cooling, heating

26.1 Introduction

The study on magneto-hydrodynamics (MHD) during natural convection along with
heat generation–absorption has relevance in many fields due to its widespread
applications, for example, cooling of liquid metal in nuclear reactor system, geo-
physics, astrophysics, crystal growth, and plasma confinement [1] are few tomention.
For establishing relevance and importance of the present study, a literature survey in
the context of the present problem is discussed here briefly. Oztop and Bilgen [2]
numerically analyzed the effect of heat generation in a square cavity heated differ-
entially. They observed that rate of heat transfer decreases for a specific variation in
internal and external Rayleigh numbers ratio, resulting a considerable modification in
the flow fields. Considering the effect of magnetic field, a number of studies have been
performed for natural convectionboth numerically and analytically. Conjugate natural
convection in a nanofluid-filled porous cavity has been studied by Sheremet and Pop
[3], and they observed increasing trend of local Nusselt number at increased Rayleigh
number. Amin [4] has investigated internal heat generation during thermal convection
of micropolar fluid imposing magnetic field and pointed out that magnetic field
parameter changes the overall thermal performance substantially. Role of magnetic
field strength during natural convection of nanofluid-saturated cavity has been pre-
sented by Ghasemi et al. [5], where it is indicated that depending on magnitude ofHa
heat transfer changes alongwith the change of other parameters. Sivaraj and Sheremet
[6] have studied an inclined porous cavity subjected to external magnetic field, and
they found that effect of magnetic field reduces the rate of heat transfer; furthermore,
with the increasing magnetic field inclination angle leads to a nonlinear trend on heat
transfer characteristic (average Nusselt number). Selimefendigil and Oztop [7] have
investigated MHD in natural convection considering a triangular cavity. The result
shows the decreasing trend of heat transfer with the increased magnetic field strength
(Hartmann number) and it is more prominent in case of high external Rayleigh
numbers, whereas mean heat transfer increases due to the change in magnetic field
inclination angle. Bondareva and Sheremet [8] studied the natural convection problem
in a square cavity heated locally under the influence of inclined magnetic field. They
found that the strength of magnetic field (Hartmann number) and its inclination angle
strongly influences the heat transfer characteristic. Mahmoudi et al. [9] examined the
natural convection phenomena of nanofluid-filled square cavity using LBM method
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and found that increase in Rayleigh number leads to the enhanced heat transfer.
Further studies reveal the decrease of heat transfer with the increase in strength of
applied magnetic field, whereas the angle of magnetic field strongly affects thermal
field and fluid flow.

Thermal behavior of a concentric annulus subjected to MHD nanofluid has been
analyzed by Sheikholeslami et al. [10]. The results show that with the increase in
nanoparticle concentration and Rayleigh number, the rate of heat transfer increases
and it is further affected by increment in Hartmann number. Sheikholeslami and
Ganji [11] further studied heat transfer phenomena in nanofluid flow through two
parallel plates. Their investigation also indicates the similar results as mentioned
earlier in [10] along they found a relationship between the heat transfer parameter
(Nusselt number) with other governing parameters. A similar study [12] also shows
the increment in Nu with the increasing nanoparticle concentration. Nanofluid
natural convection in a square enclosure subjected to magnetic field and sinusoidal
temperature distribution has been investigated numerically by Kefayati [13, 14].
Heat transfer found to decrease with increasing magnetic field strength. Numerical
studies performed by Mliki et al. [15] on MHD natural convection using
nanofluid-saturated cavity report similar result for the change in magnetic field.
Another numerical study presented by Malik and Nayak [16] considering
magneto-hydrodynamic (MHD) convection of nanofluid-saturated porous domain
found the increment in entropy generation at stronger magnetic field. Their results
show that heat transfer rate is more at higher Grashof number.

A number of studies and investigations [17–22] also dealt with the effect of
natural convection in different cavities filled with nanoparticles and influenced by
MHD. Rashad et al. [23] analyzed an inclined porous-saturated enclosure filled with
nanofluid under MHD natural convection phenomena. The study reveals decreasing
trend of heat transfer at increasing Ha, and peak performance (of heat transfer) takes
place between 50° and 310° inclination angles of the enclosure. Gibanov et al. [24]
presented that the porous block and magnetic field may contribute as good para-
metric controlling effect of increase in heat transfer rate as well as the escalation of
fluid flow. Yu et al. [25] investigated the impact of uniform magnetic field in an
inclined rectangular cavity filled with low Prandtl number (Pr = 0.025) fluid under
natural convection. The result indicates the significance of cavity aspect ratio as
well as its inclination angle, which affects flow structure and heat transfer rate
directly. Their results also demonstrated that for higher Hartmann number, the angle
of magnetic field inclination contributes as crucial role in the flow structure.
Different hydrodynamic effects have been observed with the variation in the cavity
aspect ratio. Grosan et al. [26] analytically solved transient free convection in
heat-generating porous cavity under magnetic field. Applied horizontal magnetic
field suppresses the convective heat flow compared to uniform vertical magnetic
field. Similar type of problem has been numerically analyzed and presented by
Revnic et al. [27]. Jiang et al. [28] examined free convection phenomenon inside a
porous cavity where the problem was defined using Brinkman–Forchheimer–
extended Darcy model (BFDM). They considered magnetic quadrupole fields and
presented its effect on the cavity flow which demonstrated that flow structure, as
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well as heat transfer trend, is greatly influenced with magnetic field intensity. Nayak
et al. [29] also investigated a porous cavity with two different (constant and periodic
temperature) heat sources numerically using BFDM to present the effect of transient
MHD natural convection. Fluid having higher Prandtl number at smaller Darcy
number (Da < 1.0) heat transfer enhances. Several studies addressed the impact of
magnetic field for the analysis of heat transfer characteristics [30–35].

Main objective of the present work is to investigate thermal MHD in typical
geometry with heat generation and absorption from the fundamental perspective.
The impacts of magnetic field strength (in terms of Hartmann number) and its
different inclination angle on the heat transfer are explored in porous domain under
the variations of relevant parameters. The present study is conducted to supplement
the existing knowledge in MHD buoyant flow-area.

26.2 Problem and Solution Method

The studied problem is a two-dimensional geometry having length scale L (= H) as
shown in Fig. 26.1. The cavity is packed with electrically-conducting fluid-saturated
porous matrix. The right wall is cold (Tc) and the left wall is hot (Th), whereas the
other two walls are considered as adiabatic in nature. For this numerical study,
uniformly distributed constant magnetic field of magnitude B with different incli-
nation angle (c) is considered. The uniform rate of heat generation or absorption
(volumetric) is present throughout the flow domain.

x, u

g

y, v

Tc

Th

H 

Adiabatic

Adiabatic

γ

B

Fluid saturated
Porous medium

L

Fig. 26.1 Description of the problem
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Considering steady and laminar flow, non-dimensional governing equations for
conservation of mass, momentum, and energy are formulated within the validity of
Boussinesq approximation [36]. These non-dimensional equations are given below

@U
@X

þ @V
@Y

¼ 0 ð26:1Þ

1
e2

U
@U
@X

þV
@U
@Y

� �
¼ � @P

@X
þ Pr

e
@2U
@X2 þ @2U

@Y2

� �
� Pr
Da

U � FC
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
U2 þV2

p
ffiffiffiffiffiffi
Da

p U

þHa2PrðV sin c cos c� U sin2 cÞ
ð26:2Þ

1
e2

U
@V
@X

þV
@V
@Y

� �
¼ � @P

@Y
þ Pr

e
@2V
@X2 þ @2V

@Y2

� �
� Pr
Da

V � FC
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
U2 þV2

p
ffiffiffiffiffiffi
Da

p V

þHa2PrðU sin c cos c� V cos2 cÞþRaPrh

ð26:3Þ

U
@h
@X

þV
@h
@Y

� �
¼ @2h

@X2 þ @2h
@Y2

� �
þG ð26:4Þ

where G is the ratio of internal to external Rayleigh number, X and Y indicate the
dimensionless coordinates, and U and V are the non-dimensional velocity com-
ponents. Dimensionless temperature and pressure are denoted by h and P,
respectively. The porosity of the porous medium is represented by e.

The momentum equations are modeled considering buoyancy force evolved due
to change in fluid density caused by temperature gradient. Brinkman–Forchheimer–
extended Darcy model (BFDM) is used to take care of the effect of flow velocity
that causes substantial inertial friction [37] particularly at a higher velocity. This
frictional effect is estimated through the Forchheimer coefficient ðFCÞ expressed by

FC ¼ 1:75ffiffiffiffiffiffiffiffi
150

p
e3=2

: ð26:5Þ

The governing equations are involved with following non-dimensional variables

ðX; YÞ ¼ ðx; yÞ
H

; ðU;VÞ ¼ ðu; vÞ
ða=HÞ ; P ¼ ðpþ qgyÞ � pa

qða=HÞ2 ;h ¼ T � Tc
Th � Tc

ð26:6aÞ

Vital dimensionless parameters (mainly Prandtl number, Darcy number, internal
and external Rayleigh number, modified Rayleigh, Hartmann number, and heat
generation) are evolved in the process of non-dimensionalization, which are defined
by
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Pr ¼ m
a
; Da ¼ K

H2 ;Ha ¼ BH
ffiffiffiffiffiffiffiffiffiffi
j=qm

p
;G ¼ RaI

Ra
and

Ra ¼ gbðTh � TcÞH3

ma
;RaI ¼ gb _QVH5

ma
;Ram ¼ gbðTh � TcÞLK

ma
:

ð26:6bÞ

In above, _QV is internal volumetric heat generation rate (in dimensional form)
and is linked to the internal Rayleigh number RaI.

The boundary conditions of the governing equations are set by

U = 0, V = 0 on all the (stationary) walls,
h = 1 on the left wall,
h = 0 on the right wall, and
@h
@Y = 0 on the top and bottom adiabatic walls.

The flow fields solved numerically have been used to evaluate the heat transfer
trend from the heat source in terms of average Nusselt number and to portray the
flow patterns within the enclosure in terms of streamlines. The results have been
prepared using the average Nusselt number (Nu) and streamlines. Thus, global heat
transfer parameter, average Nusselt number, has been computed by

Nu ¼
Z1

0

� @h
@X

����
X¼0

� �
dY ð26:7Þ

26.2.1 Code Validation

The present problem is solved numerically by a well-validated in-house code
employing the SIMPLE algorithm and finite volume method [37]. The criterion of
mass defect for the maximum value of continuity is set at 10−8 for obtaining the
convergence of solutions iteratively. The developed code has been validated
extensively. A reporting on validation is presented in earlier work of Datta et al.
[38] under natural convection flow in a porous cavity. Furthermore, a new vali-
dation study is conducted following the problem as reported by Ghasemi et al. [39],
by simulating natural convection in a differentially heated square enclosure under
the impact of magnetic field as presented in Table 26.1. Variations of average

Table 26.1 Average Nu for
various Ha at Ra = 105 (with
maximum stream function in
brackets)

Ha Ghasemi et al. [39] Present code results

0 4.738 (11.053) 4.776 (11.270)

15 4.143 (8.484) 4.168 (8.612)

30 3.150 (5.710) 3.163 (5.755)

45 2.369 (3.825) 2.377 (3.838)

60 1.851 (2.623) 1.857 (2.626)
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Nusselt number and maximum stream function wmax (in bracket) at different values
of Ha as computed by using the present code are compared with that of the
published results available in Ref. [39] as presented in Table 26.1 for Ra = 105,
solid volume fraction = 0. The comparison as in the table clearly indicates agree-
ment of the present code with the published results [39].

26.2.2 Grid Independence Study

For the influence of grid size, five distinct grid sizes (70 � 70, 100 � 100,
130 � 130, 160 � 160, and 200 � 200) have been considered along with the heat
source at left wall and heat sink at the right wall. The study has been executed
considering Ha = 30 with c ¼ 0�, Da = 10−4, e ¼ 0:6, Pr = 0.71, and a range of
Ram values (1–1000). Grids are distributed in a non-uniformed way with the finer
grid sizes close to the walls. In case of the higher grid sizes, the size of the finest
grid is considered as 0.0009. The details of the grid study which are presented in
Table 26.2 is based on the heat transfer rate (average Nusselt number Nu) through
the hot wall. Thus, scrutinizing the values of average Nu for different grid sizes,
160 � 160 grid size is selected for the presented study.

26.3 Results and Discussion

The impact of uniformly distributed magnetic field for a porous-saturated square
cavity has been presented by the parametric variations of Ram = 1–1000, Ha = 10–
100 with the magnetic field inclination angle (c = 0–180°), Da = 10−3–10−6, and
e = 0.1–1.0, through extensive computations taking Pr = 0.71. Although to identify
the influence of magnetic field a constant Ram of 100 and e = 0.6 have been
contemplated, different heat-generating boundaries have been also considered to
perceive thermal aspects and heat transfer scenarios. Furthermore, some studies on
the present cavity are extended considering clear domain inside on the basis same
Rayleigh to get more insight. The obtained results are discussed in parametric form
(by varying one parameter and keeping others constant) systematically.

Table 26.2 Grid independence study (Ha = 30, c = 0°, Da = 10−4, e = 0.6)

Ram Nu (% error with respect to immediate coarser grid)

70 � 70 100 � 100 130 � 1300 160 � 160 200 � 200

1 1.001 1.001 (0%) 1.001 (0%) 1.001 (0%) 1.001 (0%)

10 1.068 1.067 (14%) 1.066 (12%) 1.065 (8%) 1.064 (6%)

100 2.623 2.617 (24%) 2.616 (2%) 2.616 (2%) 2.615 (3%)

1000 8.207 8.163 (54%) 8.165 (−3%) 8.172 (−8%) 8.177 (−7%)
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26.3.1 Porous Domain

26.3.1.1 Effect of Modified Rayleigh Number

Figure 26.2 (through sub-figures of Fig. 26.2a–d) represents the streamline and
isotherm plots for various modified Rayleigh numbers (Ram = 1–1000) with fixed
Ha = 30 (c = 0°), Da = 10−4, and e = 0.6. The fluid flows in closed-loop circular
form starting from left heat source to the right heat sink. At lower Rayleigh, the
magnitude of heat transfer is low due to low buoyancy force. At Ram = 1
(Fig. 26.2a), single circular formed in the cavity which is near to the right cold wall
for heat generation case at G = +3 and near to the left wall for heat absorption case
at G = −3. However, for the case of G = 0, centrally located circulation is formed,
and corresponding isotherms are evenly distributed over the entire flow domain
vertically. But for nonzero G cases, parallel isotherm lines are clustered to the one
side as per the clustering of streamlines. As the value of Ram increases, corre-
sponding average Nusselt number also increases due to more heat transfer.
However, the change in heat transfer is very negligible at Ram = 10 (Fig. 26.2b),
but found significant at Ram � 100 (Fig. 26.2c, d). From the isotherms and
streamlines, it is noted that contour lines are stretched from the left hot wall lower
part to the right cold wall upper part. They are denser adjacent to the heat source
and heat sink. As the buoyancy force increases, eddy at the center of the enclosure
became elliptical and later on at Ram = 1000 (Fig. 26.2d), it becomes almost
rectangular. With the increase in Ram, it is clearly noticed that both streamlines and
isotherms are much more clustered near to the sidewalls, indicating thinner
boundary layer thicknesses for velocity and temperature. It is also noticed that at
lower Ram (=1), the heat transfer through the left is less (zero) due to heat gener-
ation. Thus, the temperature adjacent to the left heated wall is same as the imposed
wall temperature as could be realized from the isotherm contours. For this, Nu
becomes zero. However, this value is nonzero during heat absorption with G = −3.
With the heat generation, the rejection of heat through both the sidewalls is pos-
sible. However, as Ram increases convection becomes stronger that takes place in
clockwise direction, and thereby the heat rejection takes place through the right wall
only. It leads to increase in Nu as Ram � 100.

For all the cases of heat generation–absorption conditions, the trend of heat
transfer at different Ram values is depicted in Fig. 26.3. It shows that convective
heat transfer from the heated wall is more during heat generation.

26.3.1.2 Effect of Magnetic Field and Inclination Angle

Figure 26.4 (through sub-figures of Fig. 26.4a–d) represents the effect of magnetic
field at c = 0° under the conditions of heat generation and absorption. The top rows
of sub-figures indicate streamline plot and the bottom rows of sub-figures indicate
isotherm plots. As analyzed, isotherm lines are crowded adjoining to the cold right
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Fig. 26.2 a Isotherms (top row) and streamlines (bottom row) in the porous cavity with
Da = 10−4 and e = 0.6 at Ram = 1 in the presence of magnetic field of Ha = 30. b Isotherms (top
row) and streamlines (bottom row) in the porous cavity with Da = 10−4 and e = 0.6 at Ram = 10 in
the presence of magnetic field of Ha = 30. c Isotherms (top row) and streamlines (bottom row) in
the porous cavity with Da = 10−4 and e = 0.6 at Ram = 100 in the presence of magnetic field of
Ha = 30. d Isotherms (top row) and streamlines (bottom row) in the porous cavity with Da = 10−4

and e = 0.6 at Ram = 1000 in the presence of magnetic field of Ha = 30
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top wall, whereas the bottom portion of the left hot wall with heat generation and
absorption, respectively. But in case of G = 0, they are more distorted in the cavity
which does not change much with the change in magnetic field. Overall, with the
change in Ha, the change in isotherm contours is very minor and that indicates
temperature field is not much affected as the magnetic field increases. Most
important changes have been noticed in the flow field. An elliptical cavity has been
formed at the center of the enclosure and the elongation of the cavity toward the top
right and bottom left corners are observed for heat generation and absorption. The
streamlines are also clustered near to the sidewalls with heat generation as well as
with heat absorption. The cavity form at the center of the flow field changes it shape
and becomes smaller with the increment in Ha. This happens because as magnetic
field (in terms of Hartmann number) increases, Lorenz force also increases which
restrain the rate of heat transfer. Furthermore, as the strength of magnetic field, the
rate of heat transfer reduces by reducing flow velocity. It can also be noted that due
to additional heat sinking effect with G = −3, apart from the left cooling wall, heat
transfer is found lower irrespective of Ha for heat generation.

Figure 26.5 represents the change in Nusselt number with the change in Ha.
Decrement in Nusselt number is found irrespective of heat generation–absorption,
but the rate of decrement is found higher in the case of heat generation. However,
the decrement of rate heat transfer is around 37% for G = +3 and 11% for G = −3.
Fig 26.6 shows the effects of magnetic field inclination angle on the average
Nusselt number (Nu) at Ha = 30, which indicates almost insignificant effect. At
G = +3, it is found that up to 90° inclination heat transfer increases by 1%, then
start decreasing and become the same as 0° at the end (180°). Same scenario is
observed for the other G values (G = 0, G = −3), but the change in heat transfer is
lower in lower G value (that is 0.3% in G = −3).

Fig. 26.3 Effect of Ram on
Nu at Ha = 30, Da = 10−4,
e = 0.6
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Fig. 26.4 a Isotherms (top row) and streamlines (bottom row) in the porous cavity with
Da = 10−4 and e = 0.6 at Ram = 100 in the presence of magnetic field of Ha = 10. b Isotherms
(top row) and streamlines (bottom row) in the porous cavity with Da = 10−4 and e = 0.6 at
Ram = 100 in the presence of magnetic field of Ha = 50. c Isotherms (top row) and streamlines
(bottom row) in the porous cavity with Da = 10−4 and e = 0.6 at Ram = 100 in the presence of
magnetic field of Ha = 70. d Isotherms (top row) and streamlines (bottom row) in the porous
cavity with Da = 10−4 and e = 0.6 at Ram = 100 in the presence of magnetic field of Ha = 100
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26.3.1.3 Effect of Porous Medium

The effects of porous medium are illustrated in Figs. 26.7 and 26.8 with the vari-
ations in Darcy number (Da) and the porosity, considering fixed G = 0, Ha = 30
(c = 0°), and Ram = 100 in terms of isotherms and streamlines. Fig 26.7 represents
the change in heat transfer with the change in Darcy number for the fixed magnetic
field. Both thermal and flow field have been found severely affected. At lower
Darcy number (Da = 10−6 in Fig. 26.7a), isotherm lines are found parallel to each
other. Since there is low permeability, fluid velocity is low, and corresponding heat
transfer becomes lower. It can also be noted that they are also clustered to a

Fig. 26.5 Effect of Ha on Nu at Ram = 100

Fig. 26.6 Effect of c on Nu at Ha = 30
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Fig. 26.7 a Isotherms (top row) and streamlines (bottom row) in the porous cavity with Da = 10−6

and e = 0.6 at Ram = 100 in the presence of magnetic field of Ha = 30. b Isotherms (top row) and
streamlines (bottom row) in the porous cavity with Da = 10−5 and e = 0.6 at Ram = 100 in the
presence of magnetic field of Ha = 30. c Isotherms (top row) and streamlines (bottom row) in the
porous cavity with Da = 10−3 and e = 0.6 at Ram = 100 in presence of magnetic field of Ha = 30
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particular sidewall at G = +3 and G = −3. With the increase in Da value, isotherm
lines become more clustered toward the top right or the bottom left corner. The flow
of the fluid becomes strong and develops thin thermal boundary layer near to the
sidewalls. In the flow field pattern, a circular cavity is formed in the center of the
enclosure at Da = 10−5 with G = 0 (Fig. 26.7b). With increase in the Darcy
number, buoyancy-driven circulation of the fluid flow becomes higher and starts
compressing the streamlines toward the sidewalls. It is more prominent at
Da = 10−3 in Fig. 26.7c where streamlines are too much compressed near to the
sidewalls due to stronger fluid circulation in the cavity. The shape of the circulation
changes markedly with the increment in Darcy number. It becomes larger and
elliptical irrespective of heat generation–absorption.
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Fig. 26.7 (continued)

cFig. 26.8 a Isotherms (top row) and streamlines (bottom row) in the porous cavity with
Da = 10−4 and e = 0.1 at Ram = 100 in the presence of magnetic field of Ha = 30 as shown in
Figure 8. b Isotherms (top row) and streamlines (bottom row) in the porous cavity with Da = 10−4

and e = 0.3 at Ram = 100 in the presence of magnetic field of Ha = 30. c Isotherms (top row) and
streamlines (bottom row) in the porous cavity with Da = 10−4 and e = 0.5 at Ram = 100 in the
presence of magnetic field of Ha = 30. d Isotherms (top row) and streamlines (bottom row) in the
porous cavity with Da = 10−4 and e = 1.0 at Ram = 100 in the presence of magnetic field of
Ha = 30
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The effect of change in porosity (e) on streamlines and isotherms is displayed in
Fig. 26.8. Isotherms are distorted throughout the enclosure for G = 0 and for
G = +3 and G = −3, forming thinner thermal boundary wall near to the sidewalls.
Changes in isotherm contour plots are prominent as e changes from 0.1 to 1.0. In
the streamline plot, a circular circulation is formed at the center at G = 0 in
Fig. 26.8a transforms into an ellipse in Fig. 26.8c, as e increases. Heat generation or
absorption leads to shifting of the circulation core to the right or left sidewall.

The parametric effects on the Nusselt number are illustrated in Figs. 26.9 and
26.10. The variation in Nu (heat transfer rate) with the change in Da is indicated in
Fig. 26.9. It is clearly seen that with the increase in Da, due to higher permeability
and greater fluid velocity, heat transfer increases. With respect to asymptotic value,
the maximum heat transfer in terms of Nu is found about 81% for G = 0. At G = +3
and G = −3, increment of heat transfer is found 67 and 56%, respectively.
Figure 26.10 indicates increased heat transfer at higher porosity. It is observed that
rapid change in heat transfer occurs up to e = 0.5 and Nu increases as e increases
and about 29%.

26.3.2 Heat Transfer Assessment in Clear Domain

The effect of fluid-based Rayleigh number and the magnetic field in absence of
porous medium is also investigated and is compared with those results presented in
Sect. 26.3.1 for e = 0.6 and Da = 10−4, to understand the order of reduction in heat
transfer rate. These results have been portrayed in Figs. 26.11 and 26.12 consid-
ering fixed angle of inclination of external magnetic field at c ¼ 0� and heat gen-
eration G = 0. In Fig. 26.11, Ha is taken as 30 and it clearly indicates that as
Rayleigh number increases heat transfer rate becomes higher. It is because of
enhanced thermal convection at higher Ra. The reduction of Nu with porous

Fig. 26.9 Effect of Da on Nu
at Ha = 30
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medium is found increasingly higher with Ra. The maximum increment of heat
transfer in clear domain is found 93% at Ra = 107.

In Fig. 26.12, Ha varies up to 100 keeping Ra = 106 fixed and wider difference
in Nu is observed in the lower range of Ha values. Heat transfer reduces typically
with stronger magnetic field but becomes much higher in absence of porous
medium (as fluid velocity is high). At lower Ha, the heat transfer is around 70%
higher comparing to that of the porous medium, but this comparison at higher Ha
(=100) becomes much lower, around 44%. Besides that, with the increasing
strength of magnetic field (or higher value of Ha) the heat transfer rate decreases
rapidly. Usually, it should be as the magnetic force reduces flow velocity hindering
the convective heat transfer. The decrement of heat transfer is found maximum of
57% at Ha = 100 in absence of porous medium.

Fig. 26.10 Effect of e on Nu
at Ha = 30

Fig. 26.11 Effect of Ra at
Ha = 30 (c = 0°)
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26.4 Conclusions

The effect of relevant parameters of heat-generating–absorbing MHD convection in
porous cavity is investigated systematically. The study reveals that both thermal and
flow fields are severely affected by the magnetic field. Lower heat transfer rate is
found in case of heat generation than heat absorption, irrespective of all parametric
variations. At lower Ram due to the rejection of heat through both the sidewalls,
when heat generation is higher than the heat input through the hot wall, the Nusselt
number becomes very less during heat generation. Thinner boundary layers have
been formed at higher Ra values, and the same scenarios have been observed for
higher Da values too. Heat transfer at increased Da value enhances due to resulting
augmented convective velocity. With the increase of Hartmann number Ha, Nu
decreases irrespective of heat generation–absorption. Lorenz force increases pro-
portionally with Ha, which in turn reduces heat transfer. The magnetic field angle is
another important issue. However, for the present case, its effect is found marginal.

In comparison to the porous medium, change in heat transfer is marginal at lower
Ra in absence of porous medium, whereas at increased Ra, heat transfer rate also
increases and the increment is found higher without porous medium. At lower Ha,
the increment in heat transfer of porous medium enclosure is found 70% higher than
that of without porous medium.
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Chapter 27
Studies on Fluid Flow Through
an Elliptical Microchannel
of Different Aspect Ratios

Sudip Simlandi, Soumyanil Nayek and Raunak Joshi

Nomenclature

A Aspect ratio (=b/a)
B Coefficient defined in Eq. (27.12)
a Major semi-axis of ellipse (m)
b Minor semi-axis of ellipse (m)
Dh Hydraulic diameter (m)
dA Differential area (m2)
F Tangential momentum accommodation coefficient (=1)
I[U] Functional defined in Eq. (27.15)
Kn Knudsen number (=k/Dh)
Po Poiseuille number
dp
dz

Pressure gradient in the flow direction (N/m3)

U Dimensionless velocity considering no-slip condition
U Normalized dimensionless velocity considering slip
u Velocity along the axis of the channel (m/s)
um Mean velocity along the axis of the channel (m/s)
us Slip velocity at the walls (m/s)
x X-axis coordinate
X Dimensionless coordinate (=x/a)
y Y-axis coordinate
Y Dimensionless coordinate (=y/b)

Greek symbols

l Dynamic viscosity (Pa s)
b Slip coefficient
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Subscripts

m Mean
ns No-slip
s Slip

27.1 Introduction

In recent days, fluid flow within microchannels has become a key important area of
research by their wide applications in computer chips, biomedical and medical, as
well as chemical separations [1–5]. Components like microvalves, micropumps,
microchannel heat sinks, and actuators have been miniaturized, integrated, and
assembled developing a variety of microfluidic devices and systems. In this con-
nection, the micro-electro-mechanical systems (MEMS) has become a new research
area in which non-continuum behavior is significant. Microchannels are defined as
channels whose characteristic dimensions are within 1 µm to 1 mm. It is observed
that fluid flow through channels having characteristic dimensions above 1 mm
exhibits continuum behavior [6]. The basic concepts of flow behavior such as
velocity profile play an important role in design and process control for microfluidic
applications [2]. The common channel shapes that are produced through micro-
fabrication are non-circular cross sections such as elliptic, rectangular, and
trapezoidal.

For gas flow through a microchannel or microtube, the mean free path (k) of gas
molecules is comparable with the characteristic length of the system. The velocity
slip as well as temperature jump conditions on the solid wall need to be considered
under such situation as the no-slip boundary conditions become no longer valid. If
the fluid is at low pressure, it is required to incorporate the slip boundary condition.
The Knudsen number (Kn), which is the ratio of molecular mean free path of gas to
characteristic dimension of the duct (k/Dh) is generally used to represent rarefaction
effect of gas. The mean free path is the average distance traveled by a moving
molecule between successive collisions which modify its direction of travel, or
energy or other molecule properties. For example, the mean free path of some gases
is shown in Table 27.1 at atmospheric conditions.

Continuum equations are applicable for Kn < 10−3. As the Kn increases, the
flow reaches the regime of slip flow. The slip-flow regime where the value of
Knudsen number lies between 0.001 and 0.1, is termed as “slip flow” [7–9]. For
transition flow regime Knudsen number ranges 10−1 < Kn < 10, and eventually for

Table 27.1 Mean free path
of some atmospheric gases at
room temperature

Nitrogen Air Hydrogen Helium

66 nm 68 nm 125 nm 194 nm
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the free-molecular flow regime Kn > 10. These different four regimes are shown in
Fig. 27.1. It is observed that the regime of slip flow closely behaves as that of a
continuum regime. Hence, the heat transfer characteristics in the slip-flow regime
can be modeled using continuum equations subjected to slip-flow boundary con-
ditions [10]. For such flow, the Navier–Stokes equation needs to be combined with
the slip-flow boundary condition [11, 12]. The basic concepts of flow characteristics
such as velocity distribution play a crucial role in design and process control for
applications in the areas of microfluidic [2].

Hence, understanding of the fluid flow characteristics within microchannel is
very essential for determination of velocity distribution, temperature distribution,
and transport properties of the flow field. In this connection, Hooman [13] presented
a superposition technique to study forced convection phenomena within a micro-
duct of arbitrary cross section for the regime of slip flow. It is shown in their work
that the no-slip or no-jump results can still be used with some little modifications if
one can apply an average slip velocity and temperature jump condition. On the
other hand, a 2-D temperature field and Nusselt numbers as function of aspect ratio
are also predicted by Morini [12] in case of fully developed thermal region for ducts
of rectangular cross section. He considered laminar, fully developed velocity profile
with constant wall temperature. Das and Tahmouresi [14] studied an analytical
solution for fully developed gaseous slip flow within a microchannel of elliptic
cross section. The governing equation is solved analytically for different aspect
ratios in an elliptic cylindrical coordinate system. They applied integral transform
technique to analyze the gaseous slip flow within the microchannel. Kuddusi [15]
studied the slip flow within microchannels of rectangular cross section with con-
stant and uniform wall temperature conditions. He considered eight possible ther-
mal versions which are formed by different combinations of adiabatic and heated
walls. Theofilis et al. [16] predicted velocity profile for fluid flow in a rectangular
channel by solving the Navier–Stokes equation. They considered that the pressure
gradient along the length of the channel is constant. Peng et al. [17] presented
analytical results for viscous flow through a tube of equilateral triangular to
irregular triangular cross sections. They determined average velocity as well as
volume flow rate utilizing the velocity profile for the triangular channel. Rybiński
and Mikielewicz [18] predicted Fanning friction factor and for Nusselt number
analytically for laminar fully developed fluid flow within straight rectangular mini
channels. They determined analytical solutions, both for velocity and temperature
distributions. Chakraborty [19] considered flow problems within microchannels of

Fig. 27.1 Flow regimes classification
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various arbitrary cross sections using analytical solution methods, namely mem-
brane vibration analogy, complex function analysis, and variational method. Kundu
et al. [20] established approximate analytical techniques to predict the velocity
profile considering laminar flow and no-slip boundary condition through straight
rectangular channels. They adopted some exact and approximate analytical solu-
tions for the prediction of velocity and temperature distributions. Lee and Garimella
[21] studied heat transfer characteristics for laminar flow through ducts of rectan-
gular cross section. They considered the thermal entrance region at different values
of aspect ratios ranging from 1 to 10. A generalized relationship for local and
average Nusselt numbers in the thermal entrance region has been presented. The
local and average Nusselt numbers in the entrance region have also been deter-
mined numerically as functions of channel aspect ratio and non-dimensional axial
length. Mala and Lee [2] carried out an experiment to investigate water flow
characteristics in microtubes made of stainless steel and fused silica and attempted
to explain the obtained results. The ranges of microtube diameter from 50 to
254 µm have been considered in their analysis. They concluded that the necessary
pressure gradient to sustain the liquid flow within the microtube is more compared
to that proposed in the conventional theory considering a fixed volume flow rate.
The experimental result is in a rough agreement with the conventional theory when
the flow rate or Reynolds number is low. Finally, a substantial deviation from the
conventional theory is noticed when the Reynolds number is increased. Zhang et al.
[22] analytically investigated a 2-D flow in microchannels considering no-slip
conditions. They solved the strongly non-linear ordinary differential equation by
adopting homotopy analysis method (HAM). It is concluded from the analysis that
the velocity distribution becomes flatter due to the effect of slip at solid wall. They
also observed that the flow velocity becomes constant at a location across the duct
for any value of Knudsen number. Zhu and Liao [23] analyzed heat transfer
characteristics considering laminar-forced convection for gas flow in a
microchannel of arbitrary cross section. They used the orthonormal function
method in the slip-flow regime considering constant heat flux along the axial
direction and unsymmetric wall temperature circumferentially. They studied the
heat transfer characteristics for different aspect ratio, Knudsen number, and thermal
boundary conditions for microchannels of both rectangular and triangular cross
sections. Their results showed that the orthonormal function method is valid for
analysis of the fluid flow and heat transfer characteristics for varyingly heated
microchannel of an arbitrary cross section with the incorporation of wall slip and
temperature jump conditions. Dongari et al. [24] studied an analytical gas flow
characteristics through a long microchannel with a second-order exact wall slip
boundary condition. They determined solutions as the function of the slip coeffi-
cients and compared proposed work against experimental data. Their predictions
are also valid for rarefied gas within a macrochannel. Ngoma and Erchiqui [25]
numerically investigated liquid flow through a microchannel between two parallel
plates with slip boundary and imposed heat flux conditions. They considered both
the effect of pressure-driven and electroosmosis flow in their analysis. They
obtained a system of governing differential equations using the Poisson–Boltzmann,
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the modified Navier–Stokes, and the energy equations. They showed that the fluid
flow and heat transfer characteristics in a microchannel get affected greatly by the
pressure difference, the wall slip coefficient, the heat flux, and the electrokinetic
separation distance. Larrode et al. [26] investigated slip-flow heat transfer consid-
ering both the wall slip and the temperature jump boundary conditions through a
circular tube. They found that both the degree of rarefaction and the surface
accommodation coefficients can affect the heat transfer behavior. Tunc and
Bayazitoglu [27] investigated convection heat transfer in a fully developed
microchannel of rectangular cross section. They considered boundary condition of
H2 type considering constant peripheral and axial heat flux conditions at the
channel solid walls. The integral transform technique adopted for calculation of
velocity and temperature distributions. The velocity distribution as the functions of
rarefaction and channel size is shown in their work. Kuddusi [28] studied fluid flow
through microchannels of rectangular cross section heated at constant and uniform
heat flux. They determined the temperature profile in the microchannel using
mathematical similarity between the heat conduction and convection problems.
They showed that heat transfer in the microchannels is decreasing effected by the
rarefaction. The microchannel has been exposed to any eight thermal versions of
heat flux. The proposed results of their work agreed well with the results obtained
for macrochannels in the existing literature for the no-slip-flow boundary condition.

It is found from the above literatures that the analytical solutions for fluid flow
through an elliptic microchannel are less developed and the methods applied in the
existing work may be complex and lengthy. Therefore, the objective of the present
study is to establish a simple analytical solution for gaseous flow within an elliptical
microchannel for different aspect ratio. The Navier–Stokes equation subjected to
slip boundary conditions is solved analytically by variational method. It is observed
from the existing literature that the Poiseuille number and slip coefficient are
parameters of interest for flow within a microchannel. The variational method plays
a significant role, because the momentum equation which becomes very chal-
lenging to solve using an exact analytical technique can be easily solved with the
help of those techniques. It is predicted that incorporating an average slip velocity,
the no-slip results with some little modifications can still be used. Predicted results
for gaseous slip flow in elliptic microchannel agree well with the existing literature.
Finally, the work is extended for a rectangular microchannel using the same vari-
ational formulation. Finally, the results obtained have been shown in a comparative
way to easily recognize the difference in hydrodynamic phenomena between an
elliptical and a rectangular cross sections of microchannels.

27.2 Review of Slip Models for Gases

In this section, the case of gas flow within microchannels which have Knudsen
numbers between 0.001 and 0.1 is considered. In such case, it is already mentioned
that the hydrodynamic equations can be applied but the boundary conditions need
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to be changed. Specifically, the gas can slip along the surface of solid wall. This
condition of null velocity at the level of the stationary surface can be replaced by
the following condition [29]

us ¼ Ck
@u
@n

����
wall

ð27:1Þ

where C is a coefficient, k is the mean free path, and n the direction normal to the
surface. The following approach suggested by Maxwell to determine the velocity
slip [30]. Over a control surface, 50% of the molecules at a distance of k/2, come
from one mean free path away from the surface with tangential velocity, and the
remaining 50% of the molecules get reflected from the surface. Maxwell assumed
that a fraction F of the molecules get reflected diffusively at the surface and the
remaining (1 − F) of the molecules are reflected. Based on the assumption,
Maxwell expressed the velocity slip as

us ¼ 2� F
F

Kn
@u
@n

� �
wall

þ Kn2

2
@2u
@n2

� �
wall

� �
ð27:2Þ

In the above equation, F is called tangential momentum accommodation coef-
ficient. The values of F equals to one for fully diffused surfaces and zero for
specular surfaces are considered. n is the distance normal to the solid wall. The
above model has been modified by Lam [31]. He proposed the following alternative
expression of velocity slip for simplicity of analysis.

us ¼ 2� F
F

Kn
1� bKn

@u
@n

� �
wall

� �
ð27:3Þ

where, b is a parameter which is determined based on empirical relations. The
above slip model was further modefied by Beskok and Karniadakis [32] and
Karniadakis and Beskok [33], for solution of gas flow at the level of microscales.
Beskok and Karniadakis [34] expanded the velocity field as the function of Kn by
perturbation for determination of the value b. They proposed a second-order
expression of b in the regime of slip flow (where Kn� 0:1) as

b ¼ @2u
@n2

� �
ns

�
2
@u
@n

� �
ns

ð27:4Þ

where subscript ns stands for no-slip and n is the distance normal to the surface.
Beskok and Karniadakis [32] carried out analysis for transition and free-molecular
regimes adopting the above model. On the other hand, Xue and Fan [35] proposed a
model to determine the slip velocity replacing Kn by tanh(Kn) and neglecting the
second-order term in Eq. (27.2). In this connection, Sreekanth [36] suggested a
second-order slip model for slip velocity as
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us ¼ �C1k
@u
@n

� �
wall

�C2k
2 @2u

@n2

� �
wall

ð27:5Þ

which can be rewritten as

us ¼ �C1Kn
@u
@n

� �
wall

�C2Kn
@2u
@n2

� �
wall

ð27:6Þ

The above model is analogous to the model proposed by Maxwell except two
independent coefficients C1 and C2 unlike a single coefficient (2 − F)/F in Eq. It is
seen that general agreement on the values of the slip coefficients C1 and C2 is
absent. Though, the slip velocity model based on Eq. (27.5) is well established.

On the other hand, Hooman [13] used the first-order slip velocity as

us ¼ F � 2
F

KnDh
@u
@n

����
wall

ð27:7Þ

For present study, the above Eq. (27.7) is adopted for slip velocity as the model
is simple and useful.

27.3 Description of the Physical Problem

The present work considers laminar fully developed pressure-driven gas flow
within a straight microchannel of elliptical cross section as presented in Fig. 27.2.
The center of channel cross section is chosen as origin of the coordinates. The gas
flows under steady-state condition only along the z direction. The major axis of the
cross section parallel to x-axis is 2a, and the minor axis of the cross section parallel
to y-axis is 2b. The gas properties are considered constant. The following
assumptions are made in the present study.

(a) The Navier–Stokes equation subjected to slip boundary condition is used as the
governing equations in the present analysis.

Fig. 27.2 Schematic diagram
of the cross section
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(b) The fluid is considered incompressible with constant properties.
(c) The two-dimensional steady-state flow condition is considered.
(d) The flow is fully developed laminar.
(e) The body forces as well as the influence of viscosity heating are disregarded.
(f) The heat transfer analysis is not carried out in the present analysis.

27.4 Mathematical Analysis

In the present work, a viscous fully developed laminar fluid flow through a straight
microchannel of elliptical cross section is considered. Further, the work is extended
for a rectangular cross section to draw a comparative study with the elliptical one.
For a hydrodynamically developed flow through the microchannel, the momentum
conservation equation along axial direction can be written as [13, 15, 19, 37].

@2u
@x2

þ @2u
@y2

¼ 1
l
dp
dz

ð27:8Þ

The following slip boundary conditions for the above Eq. (27.8) are used

u ¼ us at x ¼ �a; and y ¼ �b ð27:9aÞ
@u
@x

¼ 0 at x ¼ 0; and
@u
@y

¼ 0; at y ¼ 0 ð27:9bÞ

The mean flow velocity is determined as

um ¼
Za

0

Zb

0

udxdy

,Za

0

Zb

0

dxdy

The slip velocity us at the wall is expressed as [13, 15, 38].

us ¼ F � 2
F

KnDh
@u
@n

����
wall

ð27:10Þ

Here, F refers to tangential momentum accommodation coefficient. The coeffi-
cient F signifies the nature of tangential momentum between the solid wall and the
impinging gas molecules. It may be explained as the fraction of the tangential
momentum of molecules through collisions with the solid surface. Normally, the
coefficient depends on the temperature, surface roughness, and type of gas. In the
present study, the analysis is performed by considering F equals to 1.
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The above boundary conditions are non-homogeneous. Hence, to eliminate
non-homogeneity of the boundary conditions and making the results unit free, the
governing Eq. 27.8 has been non-dimensionalized incorporating the following
dimensionless variables as [13].

U ¼ � l
a2ðdp=dzÞ ðu� usÞ; X ¼ x

a
; Y ¼ y

b
andA ¼ b

a

Substituting these variables in the above Eq. 27.8, the governing momentum
equation becomes

@2U
@X2 þ 1

A2

@2U
@Y2 ¼ �1 ð27:11Þ

The non-dimensional form of the boundary conditions becomes

U ¼ 0; atX ¼ �1 and Y ¼ �1

@U
@X

¼ 0 atX ¼ 0; and
@U
@Y

¼ 0; at Y ¼ 0

Now, it is observed that Eq. 27.11 becomes the non-dimensional form of
Navier–Stokes equation for fully developed flow subjected to no-slip boundary
condition. Hence, the flow velocity U can be considered as velocity for no-slip
condition and may be expressed as Uns. However, as flow is taking place through a
microchannel, hence flow velocity at the boundary of the microchannel is not equal
to zero. Assuming slip velocity (us) to be constant at the boundary of the
microchannel, the normalized velocity for flow through the microchannel can be
expressed as [13].

UðX;YÞ ¼ BUns þ 1� B ð27:12Þ

where the term B ¼ 1þ 2�F
FUns;m

Kn 2A
1þA

� 	2
� �� ��1

, the normalized no-slip velocity

Uns ¼ U=Uns;m, and mean no-slip velocity Uns;m ¼ R1
0

R1
0
UdXdY

�R1
0

R1
0
dXdY

Therefore, Eq. 27.12 has been solved to obtain the velocity distribution for slip
flow using variational method. For flow through microchannel, the slip coefficient
and Poiseuille number are important parameters of interests. The slip coefficient
b ¼ us=umð Þ is measured as the ratio of velocity slip at the solid wall to the mean
flow velocity. The Poiseuille number is expressed as Po ¼ fRe. Hence, both the
above parameters have also been evaluated using the following equations [13].
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b ¼ 1� B ð27:13Þ

Po ¼ B
2

Uns;m

� �
2A

1þA

� �2

ð27:14Þ

27.4.1 Solution Method

An approximate analytical solution of the governing Eq. 27.11 is given by using
variational formulation. The velocity profile can be obtained by minimizing the
following functional [18].

I U½ � ¼
ZZ
� 1

2
@U
@X

� �2

þ 1
A2

@U
@Y

� �2
" #

� U

( )
dA ð27:15Þ

where UðX; YÞ is a function that satisfies the essential boundary condition
UðX; YÞ ¼ 0 at the solid wall. The functional I U½ � reaches optimum value when
Eq. 27.11 is satisfied. The boundary of the elliptical cross section for the present
flow problem is considered as

uðX; YÞ ¼ X2 þ Y2 � 1 ¼ 0 ð27:16Þ

Now, a trial function which is to be considered in the analysis is taken as

UðX; YÞ ¼ m X2 þ Y2 � 1

 � ð27:17Þ

The unknown coefficient m is determined when I U½ � is minimum with respect to
m. Therefore, Eq. 27.15 can be rewritten as

I U½ � ¼
ZZ
� 2m2 X2 þ 1

A2 Y
2

� �
� m X2 þ Y2 � 1


 �� 
dXdY ð27:18Þ

Hence, to determine the value of m, I U½ � should be minimized and the corre-
sponding necessary condition is dI=dm ¼ 0. The value of m is determined as

m ¼ A2=2 1þA2
 � ð27:19Þ

Now, the normalized velocity profile for no-slip condition is obtained as

Uns ¼ 2A2

3p 1þA2ð Þ X2 þ Y2 � 1

 � ð27:20Þ
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Finally, the velocity distribution within the microchannel is obtained using
Eq. 27.12 as

UðX;YÞ ¼ BA2

2 1þA2ð Þ X2 þ Y2 � 1

 �þ 1� B ð27:21Þ

where B ¼ 1þ 6pð2�FÞ
F Kn ð1þA2Þ

ð1þAÞ2
h i�1

The Poiseuille number (Po) is determined as

Po ¼ 12pð1þA2Þ
ð1þAÞ2 1þ 6pð2� FÞ

F
Kn

ð1þA2Þ
ð1þAÞ2

" #�1

ð27:22Þ

27.4.2 Solution Method for a Rectangular Microchannel

In this section, an effort is given to obtain an approximate analytical solution for a
rectangular microchannel. Hence, the same governing Eq. (27.11) has been solved
using the variational formulation technique.

A trial function for rectangular microchannel which is to be considered in the
analysis is taken as [39]

UðX; YÞ ¼ m 1� X2
 �
1� Y2
 � ð27:23Þ

The value of m is determined when I U½ � should be minimized and the corre-
sponding necessary condition is dI=dm ¼ 0. Finally, the normalized velocity profile
is found as

UðX; YÞ ¼ 9B
4

1� X2
 �
1� Y2
 �þ 1� B ð27:24Þ

where B ¼ 1þ 18ð2�FÞð1þA2Þ
5F Kn 2

1þA

� 	2
� ��1

The Poiseuille number is expressed as

Po ¼ 36
5

1
ð1þA2Þ þ

18ð2� FÞ
5F

Kn
2

1þA

� �2
( )" #�1

2
1þA

� �2

ð27:25Þ
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27.5 Results and Discussion

The present work offers an analytical solution for gaseous flow within a
microchannel of elliptical cross section. The Navier–Stokes equation subjected to
slip boundary conditions is solved using variational technique to determine the
velocity distribution, corresponding slip coefficient bð Þ, and Poiseuille number
(Po). The results are taken for velocity distribution based on the present analysis to
validate the proposed method with the existing work. Hence, in Fig. 27.3, the
velocity profile obtained is compared with published work by Das and Tahmouresi
[14] at X = 0 and A = 1.0. It is seen that the present prediction agrees well with the
existing literature. Therefore, the present analysis can be extended to predict
velocity distribution, Po and b for different aspect ratio and Knudsen number.

In Fig. 27.4, velocity distribution in y-direction is plotted at X = 0 for A = 1.0,
0.75, 0.5, 0.25 and Kn = 0.01. For a particular value of aspect ratio, velocity
increases toward the center of the channel and attains maximum at the center. It can
also be noticed that there is a variation between the velocity distributions in all
values of aspect ratio. In all the cases, the deviation is more as the flow reaches
toward the center of the channel. Therefore, it is concluded that the flow velocity
has a strong aspect ratio dependency.

It is already stated that the Poiseuille number (Po) is of particular interest while
analyzing flow behavior through microchannels. The Po depends on the Kn which
normally varies from 0.001 to 0.1 for gaseous flow through microchannels.
Therefore, in Fig. 27.5, Poiseuille number as a function of Kn is presented for
A = 1.0, 0.75, 0.5, and 0.25. The Poiseuille number decreases as the Knudsen
number is increased for any value of aspect ratio. It is observed that the value of Po
decreases sharply with an increase of Kn up to 0.02 for a particular aspect ratio.

Fig. 27.3 Comparison of present prediction with published literature (A = 1, X = 0.0, Kn = 0.01)
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After that its rate of decrease falls and finally attains a steady value. Ebert and
Sparrow [40] also established based on theoretical study that the Po reduces with
increase in Kn due to the effect of rarefaction. Finally, it may be concluded that the
reduction of Poiseuille number is influenced by the geometry of the cross section.
The Po decreases with decreasing aspect ratio for a particular value of Kn.

Fig. 27.4 Variation of velocity distribution for different aspect ratio (X = 0.0, Kn = 0.01, F = 1)

Fig. 27.5 Variation of Poiseuille number (Po) with Knudsen number (Kn) for different aspect
ratio (Kn = 0.01, F = 1)
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The results obtained for Poiseuille number is presented as the function of aspect
ratio for different values of Knudsen numbers in Fig. 27.6. It is observed that
Poiseuille number increases with increase in aspect ratio but for Kn = 0.01, there is
a steep rise in the value of Po compared to the other values of Kn. The steepness Po
decreases as the value Kn is increased. On the other hand, the Po increases as the
value of Kn is decreased for a particular vale of aspect ratio.

The slip coefficient (b) which is the determination of the velocity slip at the solid
boundary is an important parameter of interest for fluid flow in microchannel.
Hence, in Fig. 27.7, the slip coefficient is presented with Kn for different aspect
ratio. It is observed that there is no significant variation of slip coefficient with Kn.
However, the values of slip coefficient increase with increasing aspect ratio for a
particular value of Kn. In Fig. 27.8, the slip coefficient as the function of aspect
ratio is presented for different values of Knudsen numbers. It is observed that at a
particular value of Knudsen number, the slip coefficient increases as the aspect ratio
is increased. Whereas, at a particular value of aspect ratio, slip coefficient increases
with decrease value of Knudsen number.

In Figs. 27.9 and 27.10, represent the different analytical solutions for Poiseuille
number and slip coefficient with Knudsen number in a comparative way at aspect
ratio A = 0.5, for the elliptical and rectangular cross sections, respectively. It is
observed that both the figures show similar nature in the analytical solutions of
Poiseuille number and slip coefficient for the considered geometries. In Fig. 27.9, it
is seen that the value Po is higher for rectangular cross section compared the
elliptical cross section. Whereas, in Fig. 27.10, it is seen that the value of slip

Fig. 27.6 Variation of Poiseuille number (Po) with aspect ratio for different Knudsen number
(Kn)
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coefficient for the elliptical cross section is higher compared to a rectangular cross
section. It is observed that the slip coefficients for both the elliptic and rectangular
cross sections have same nature of variations. The solutions for both the ducts have
been presented in a comparative way, and finally the reliability of the present
proposed study has been proven.

Fig. 27.7 Variation of slip coefficient (b) with Knudsen number (Kn) for different aspect ratio
(Kn = 0.01, F = 1)

Fig. 27.8 Variation of slip coefficient (b) with aspect ratio (A) for different values of Knudsen
numbers (Kn)
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27.6 Conclusions

The present work analyzes gaseous slip flow within a microchannel of elliptical
cross section for different aspect ratio. An analytical solution for velocity distri-
bution is determined using variational method. The Navier–Stokes equation

Fig. 27.9 Comparison of Poiseuille number (Po) with Knudsen numbers for elliptical and
rectangular microchannels (Kn)

Fig. 27.10 Comparison of slip factor (b) with Knudsen numbers (Kn) for elliptical and
rectangular microchannels
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subjected to slip boundary conditions at the solid walls is solved with the variational
method. Proposed result for velocity profile is compared with an existing literature
and shows good agreement. The velocity distribution thus found is used to deter-
mine Poiseuille number and slip coefficient. The proposed results show strong
aspect ratio dependency. It is observed that the value of Poiseuille number reduces
with increasing Knudsen number, whereas slip coefficient shows no dependency on
the Knudsen number. The work is extended for a rectangular microchannel using
the same variational formulation. Finally, the proposed results have been shown in a
comparative way to easily understand the difference in hydrodynamic phenomena
between microchannels of elliptical and rectangular cross sections.
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Chapter 28
Stresses and Deformation in Rotating
Disk During Over-Speed

Rajesh Kumar and Rajeev Jain

Nomenclatures

E Young’s modulus of elasticity of disk material
f1ðkÞ; f2ðkÞ Function depending on disk material properties
h Disk thickness at radial location r (non-dimensional form

�h ¼ h=h0) �h0 ¼ d�h=d�r
h0 Disk thickness at the bore
H Profile parameter of hyperbola disk
Hm Hm ¼ gr0=E
K1;K2;K3;K4 Integration constant
p Profile parameter of hyperbola disk
r Radial location from axis of rotation (non-dimensional form

�r ¼ r=r2)
r1 Disk bore radius (non-dimensional form �r1 ¼ r1=r2)
r2 Disk rim radius (non-dimensional form �r2 ¼ r2=r2)
rp Elastic plastic interface radius (non-dimensional form �rp ¼ rp=r2)
u Radial displacement at r (non-dimensional form �u ¼ uE=r2r0)
ue Elastic displacement (non-dimensional �ue ¼ ueE=r2r0)
up Plastic displacement (non-dimensional �up ¼ ueE=r2r0)
eh; er Tangential and radial strain (non-dimensional form �eh ¼ ehE=r0;

�er ¼ erE=r0)
eeq Equivalent plastic strain (non-dimensional form �eeq ¼ eeqE=r0)
eph; e

p
r ; e

p
z Plastic tangential, radial and axial strain (non-dimensional form

�eph ¼ ephE=r0;�e
p
r ¼ eprE=r0;�e

p
z ¼ epzE=r0)

g Hardening parameter
k Constant depending on disk material properties
# Poisson’s ratio
q Density
r0 Initial yield stress
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ry Yield stress (non-dimensional form �ry ¼ ry=r0)
rh; rr Tangential and radial stress (normalized form �rh ¼ rh=r0;

�rr ¼ rr=r0)
reh; r

e
r Tangential and radial stresses in elastic regime

rph; r
p
r Tangential and radial stresses in plastic regime

x Angular velocity in radians per second (non-dimensional form
X ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qx2r22=r0

p
)

28.1 Introduction

Theoretical research in rotating disks has always remained an interesting topic due
to its wide range of engineering applications in rotating machineries such as
aero-engine compressor and turbine disks, high-speed gears, flywheels. Closed
form solution for axisymmetric elastic disk is available in many textbooks [1, 2].

As per design philosophy for aero-engine disks, since safety is utmost priority,
stresses should remain within yield stress for all practical purposes. With the
increasing demand of high thrust to low weight ratio, engine disks are being
designed for higher rotating speeds. Anisotropic disk with functionally graded
material can be one of the viable solutions to meet this stringent requirement.
Closed-form solution is available [3] for such disks to predict stresses and dis-
placements. Later, Jain et al. [4] developed a methodology to optimize such type of
disks by tailoring the material properties. Isotropic material disks are operating
nearer to material strength of the disk. Also, in certain circumstances such as failure
of control mechanism or decoupling of shaft, disk may overshoot its speed and
operate beyond its design limit and undergo plastic deformation. As per certification
standards mention in MIL-E-5007E [5] standard, designer must specify an
acceptable value of permanent growth after disk over-speed (115% of redline
speed). Although magnitude of acceptable permanent growth is not mentioned in
any international standard, as a rule of thumb engine manufacturers are keeping it
closer to 0.1% of the disk diameter at a particular disk location.

Stresses produced in an elastic-plastic annular disk for constant angular velocity
is available in standard textbooks by Chakrabarty [6] and Johnson and Mellor [7].
In most of these works, Tresca and von-Mises yield criteria are used to analyze
elastic-plastic rotating disks. The application of Tresca’s yield criterion for linearly
hardening material results in linear differential equations permitting the analytical
treatment of the problem. Extensive work has been done to obtain exact solution for
linearly strain hardening material to evaluate elastic-plastic stresses, strains and
radial growths in disks using Tresca’s yield criteria and its associate flow rule.
Gamer [8] first solved analytical solution for uniform thickness solid rotating disk.
Eraslan and Argeso and Ma et al. [9, 10] studies concluded that stresses in variable
thickness disk are much lower than constant thickness disks operating at the same
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angular velocity. Hence, for a better utilization of the material, it is appropriate to
allow variation in the thickness of the disk. Güven [11] extended the work of Gamer
[8] and obtain solution for hyperbolic annular disk of variable thickness and
variable density. Closed-form solution is also derived using displacement function
approach in terms of hypergeometric functions for convex and concave solid disks
[12, 13].

Elastic-plastic analysis of rotating solid disks using von-Mises yield criterion
requires numerical treatment due to the nonlinearities inherent in this criterion and
in the flow rule associated with it. Rees [14] studied elastic-plastic deformation of
rotating uniform thickness solid and annular disks using Tresca and von-Mises
yield criteria for a perfectly plastic material. For uniform thickness disk, von-Mises
solution can be simplified to an ordinary differential equation using conventional
elliptic substitution. You et al. [15] and You and Zhang [16] applied a polynomial
stress-plastic strain relation to obtain an approximate analytical solution for rotating
solid disks of uniform thickness with nonlinear strain hardening material properties.
Later, You et al. [17] extended obtain stresses and displacement in elastic-plastic
rotating disk using Runge-Kutta’s algorithm. Recently, Bhowmick et al. [18] used
variational method for elastic-plastic disk to investigate growth of elastic-plastic
front.

Although prediction of permanent growth in rotating disk is very crucial aspect
for engine designer from safety point of view, there is hardly any published work in
this area. Wilterdink [19] did extensive experiments to obtain permanent growth
in uniform thickness rotating disk for thermally gradient disk. With the increase in
computational facility and fast algorithms of numerical techniques, finite element
method [20] can be used for the estimation of permanent growth. Finite element is
numerical technique and shows very large discrepancy in results if mesh refinement
is not properly done in the area of high stress gradients. Analysis shows that results
are not very accurate near bore and rim which are the two most important regions
for experimental comparison. Recently, Ayyappan et al. [21] obtained permanent
growth in annular disk using horizontal spinning facility and compared their
experimental result with finite element using �3r stress–strain curve.

In this paper, a closed-form solution has been developed to predict permanent
growth in elastic-plastic rotating disk using Tresca’s yield criteria for linearly strain
hardening material. Results of analytical solution for stresses and residual stresses
have been compared with commercially available finite element software ABAQUS
[22] for uniform thickness annular disk. Thereafter, permanent growth obtained
analytically and through FEM techniques have been compared with experimental
test results for annular steel disk for 10,000 to 13,000 rpm rotating speed.

28.2 Mathematical Formulation

Following Timoshenko and Goodier [1], the equilibrium equation of the rotating
disk for constant angular velocity in non-dimensional form is given as
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�h�rh ¼ �h�r�rrð Þ0 þX2�h�r2; ð28:1Þ

where �h ¼ h=h0 is non-dimensional thickness, h0 is the thickness of disk at the
bore; �r ¼ r=r2 is dimensionless radial location, r2 is the radius of the disk at rim;
X ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qx2r22=r0

p
is the non-dimensional angular speed, q is the density of disk

material; x is the angular speed in radians per second, r0 is the initial yield stress;
�rh ¼ rh=r0 and �rr ¼ rr=r0 are non-dimensional tangential and radial stresses,
respectively.

The strain displacement relation for small strains in axisymmetric disk is given as

�eh
�er

� �
¼ �u=�r

d�u=d�r

� �
; ð28:2Þ

where �u ¼ uE=r2r0 is non-dimensional displacement, u is the radial displacement,
E is the Young’s modulus of elasticity; �eh ¼ ehE=r0 and �er ¼ erE=r0 are normal-
ized strain in tangential and radial direction, respectively.

Stress–strain relations for elastic-plastic disk in non-dimensionalized form is

�eh
�er

� �
¼ 1 �#

�# 1

� �
�rh
�rr

� �
þ �eph

�epr

� �
; ð28:3Þ

where # is Poisson’s ratio; �eph and �e
p
r are normalized plastic component of strain in

radial and tangential direction, respectively.
If it is assumed that material of rotating disk is linearly strain hardening, then

yield stress can be written as

�ry ¼ 1þHm�eeq
� �

; ð28:4Þ

where �ry is the normalized initial yield stress �ry ¼ ry=r0; Hm ¼ gr0=E is a con-
stant, g is the strain hardening parameter; �eeq ¼ Eeeq=r0 is the normalized equiv-
alent plastic strain, eeq is the equivalent strain.

According to the flow rule associated with Tresca’s yield criteria

�eeq ¼ �eph; �e
p
r ¼ 0; �eph ¼ ��epz ; ð28:5Þ

Using (28.2) strain compatibility relation is given as

�r�ehð Þ0¼ �er: ð28:6Þ

Substituting �eph from (28.4) in stress–strain relation (28.3) and using strain
compatibility Eq. (28.6) we get a differential equation which relate tangential stress
with radial stress. Substituting tangential stress from equilibrium Eq. (28.1) we get
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�r2�r00r þ 3þ
�h0

�h
�r

� �
�r�r

0
r þ

�h00

�h
�r2 �

�h02

�h2
�r2 þ 2þ#kð Þ

�h0

�h
�rþð1� kÞ

� �
�rr

¼ �ð3þ#kÞX2�r2 þ k=Hm;

ð28:7Þ

where k ¼ 1þE=r0gð Þ�1 is a constant depending on the material properties of the
disk.

28.2.1 Elasto-Plastic Solution in Hyperbola Disk

Equation (28.7) can be converted into equi-dimensional equation for hyperbola disk
profile. In hyperbola disk, thickness of disk is the function of radial location and
varies like h ¼ Hrp, where H and p are arbitrary constants of hyperbola disk profile.
In non-dimensional form thickness variation is �h ¼ �rp, substituting �h0�r=�h ¼ p and
�h00�r2=�h ¼ pðp� 1Þ in (28.7) we get

�r2�r00r þð3þ pÞ�r�r0r þ pð1þ k#Þþ ð1� kÞ½ ��rr ¼ �ð3þ#kÞX2�r2 þð1� kÞ: ð28:8Þ

Equation (28.8) is a Cauchy’s Euler equation and its solution is given by

�rpr ¼ K1�r
a þK2�r

b � f1ðkÞX2�r2 þ f2ðkÞ; ð28:9Þ

where a; b ¼ 0:5 �ðpþ 2Þ � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2 þ 4kð1� p#Þp	 


are constants; f1ðkÞ ¼
ð3þ#kÞ=ð3þ#kÞpþð9� kÞ and f2ðkÞ ¼ ð1� kÞ=ð1þ#kÞpþð1� kÞ are con-
stants depending on disk material properties and hyperbolic disk profile parameters.

Substituting non-dimensional radial stress �rrð Þ from (28.9) in equilibrium
Eq. (28.1), tangential stress �rhð Þ is given as

�rph ¼ a0K1�r
a þ b0K2�r

b þ 1� ð3þ pÞf1ðkÞð ÞX2�r2 þð1þ pÞf2ðkÞ; ð28:10Þ

where a0 ¼ aþ 1þ p and b0 ¼ bþ 1þ p. Radial displacement in a disk can be
determined by substituting (28.9) and (28.10) in stress–strain relation (28.3) in
combination with strain displacement relation (28.2) we get

�up ¼ �r
a0
k � #

� �
K1�ra þ b0

k � #
	 


K2�rb þ #2k�1
3þ#k

	 

f1ðkÞX2�r2

þ 1� 1þ pð Þ#½ � f2ðkÞ

" #
: ð28:11Þ
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28.2.2 Elastic Solution

In elasto-plastic disk, stresses are plastic till �r ¼ �rp and thereafter for �r[�rp stresses
are elastic. It is interesting to note that elastic stresses and radial displacement can
be obtained from plastic solution developed in previous section by substituting
k ¼ 1 in (28.9), (28.10) and (28.11). This is due to hardening parameter approaches
Young’s modulus of elasticity and yield stress approach to infinity which reduces k
to unity. Approaches to elastic equations have two more additional constants K3;K4

given as

�rer ¼ K3�r
a1 þK4�r

b1 � f1ð1ÞX2�r2; ð28:12Þ

where a1;b1 ¼ 0:5 �ðpþ 2Þ � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2 þ 4ð1� p#Þp	 


�reh ¼ a01K3�ra1 þ b01K4�rb1 þ 1� ð3þ pÞf1ð1Þð ÞX2�r2 ð28:13Þ

where a01 ¼ a1 þ 1þ p and b01 ¼ b1 þ 1þ p. Substituting (28.12) and (28.13) in
(28.3) and using (28.2) we get

�ue ¼ �r a01 � #ð ÞK3�r
a1 þ b01 � #ð ÞK4�r

b1 þ #2 � 1
3þ#

� �
f1ð1ÞX2�r2

� �
ð28:14Þ

28.2.3 Elastic-Plastic Stresses

The general expressions for the stresses and displacement in elastic and plastic
regions contains five unknown constants K1;K2;K3;K4 and the interface radius �rp.
These five constants can be determined from five non-redundant conditions avail-
able, i.e., �rr; �rh; �u are individually continuous at interface radius �rp, and �rr vanishes
at the inner and outer boundaries, i.e., at bore �r ¼ �r1 and rim �r ¼ �r2 of the disk.
Mathematically it can be expressed as

�rpr �r1ð Þ
�rph �rp
� �

�reh �rp
� �

�rer �r2ð Þ

2
664

3
775 ¼

0
1
1
0

2
64

3
75 ð28:15Þ

These equations are linear in K1;K2;K3;K4 and can be determined by solving
simultaneously in terms of �rp. Applying (28.15) boundary conditions in (28.9),
(28.10), (28.12) and (28.13) one can write in matrix form as
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�ra1 �rb1 0 0
a0�rap b0�r

b
p 0 0

0 0 a01�ra1p b01�r
b1
p

0 0 �ra12 �rb12

2
6664

3
7775

K1
K2

K3

K4

2
64

3
75 ¼

C1
C2

C3

C4

2
64

3
75 ð28:16Þ

where C1;C2;C3;C4 are

C1
C2

C3

C4

2
64

3
75 ¼

f1ðkÞX2�r2 � f2ðkÞ
1� 1� ð3þ pÞf1ðkÞð ÞX2�r2 � ð1þ pÞf2ðkÞ
1� 1� ð3þ pÞf1ð1Þð ÞX2�r2

f1ð1ÞX2�r2

2
664

3
775 ð28:17Þ

Integration constants K1;K2;K3;K4 can be determined in terms of �rp by solving
(28.16) simultaneously.

Since, radial stress and displacement is continuous at the interface radius �rp
� �

;
therefore, a relation exist which relates interface radius �rp with X such that
U rp;X
� � ¼ 0.

28.2.4 Residual Stresses and Displacement

Residual stresses and displacements have been determined analytically using J2
deformation theory in infinite [23] and finite sheet [24] by applying pressure load
using Budiansky’s criterion. This work is useful to enhance fatigue life of the
engine and automobile components. Callioğlu et al. [25] mentioned a procedure to
obtained elastic plastic residual stresses in orthotropic disk. On similar concept,
residual stresses in elastic-plastic disk are obtained by superimposing plastic
stresses on elastic stresses. Mathematically it is given as

�rh
�rr

� �
res
¼ �rph � �reh

� �
�rpr � �rer
� �� �

ð28:18Þ

Residual permanent growth is given as

�up ¼ �up � �ue þ �rh � #�rrð Þres ð28:19Þ
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28.3 Experimental Analysis for Permanent Growth

Experimentally permanent disk growth has been obtained using test spin facility
which consists of 485 kW variable speed DC motor as a prime mover whose speed
can be varied from 0 to 1500 rpm using a thyristor controller with an accuracy of
±0.01% of maximum speed. The output shaft of the DC motor is coupled with
step-up gear box to increase the speed of test disk up to nearly 20,000 rpm. The test
setup is equipped with proper instruments to measure vibration, temperature,
lubricating oil flow rate for monitoring health of the test facility in real time.
Schematic diagram of this cyclic spin test facility is shown in Fig. 28.1.

28.3.1 Specimen Disks

The specimen disks are manufactured from steel forging of ASTM A-105 speci-
fications. Figure 28.2 shows disk configuration arrived after analyzing various
configurations using finite element method (FEM) for 260 and 550 MPa disk yield
and tensile strength, respectively. Numerical analysis shows that disk with bore
diameter 50 mm and rim diameter 500 show appreciably disk growth at the bore
and rim locations, if subjected to centrifugal load pertaining to rotating speed of
10,000–15,000 rpm without disk burst based on Robinson [26] criterion.

Fig. 28.1 Schematic diagram of cyclic spin test facility
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28.3.2 Test Procedure

Test is carried out as per detailed procedure layout in [21]. Each disk with it’s
attachments is balanced as per ISO 1940 Grade 2.5 and assembled in the spin rig for
various rotating speeds. Residual unbalance is maintained below 1 gmm. Balanced
disk assembly is assembled in test facility between lower and upper half of the
bearing housing with the support of journal and thrust bearings.

After assembly, speed is increased gradually to 10,000 rpm and kept at this
speed for the duration of 5 min before reducing to zero as per over-speed test cycles
specified in MIL-STD 5007E [5] standard. Thereafter, disk is disassembled from
the test facility and subjected to dimensional inspection in 3D coordinate mea-
surement machine which has accuracy of 20 lm. Permanent growth at the bore and
at the rim is evaluated on the basis of posttest and pretest reference dimensions.
This procedure is repeated for each disk for 11,000, 11,500, 12,000, 12,500 and
13,000 rpm.

28.4 Finite Element Analysis

Commercially available finite element code ABAQUS has been used to determine
permanent growth in rotating disk after applying centrifugal load. Finite element
model of 30 sector disk assembly with flange, shaft and bolt shown in Fig. 28.3
consist of 174,271 nodes and 152151 C3D8R eight-noded elements.

This model is subjected to centrifugal rotation about Z-axis in cylindrical
coordinate system. Rigid body motion is avoided by restraining the node in axial
direction. Centrifugal load is simulated by applying constant angular speed in axial
direction.

Fig. 28.2 Disk dimension for investigation
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28.4.1 Material Property

Twenty-five tensile test specimens of ASTM standard (E8M) have been extracted
from one of the forged disk of same melting batch at different radial locations in
radial and tangential directions. These specimens are machined to 50 mm gauge
length and tested in universal test machine (UTM). True-stress vs Plastic-strain
variation for ten specimens is shown in Fig. 28.4. This figure indicates that
although trend in the variation of True-stress vs Plastic-strain curve is almost
identical among all the test specimens, there is significant variation (about 10%)
between different specimens which can show variation in permanent growth in the

Fig. 28.3 Finite element model of disk assembly

Fig. 28.4 True stress plastic
strain curves along with ±3r
stress strain curves
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disk. This figure also indicates upper and lower bound of these curves which have
been obtained using statistical techniques. Maximum permanent growth is obtained
on selecting lower bound (−3r) True-stress vs Plastic-strain curve. Standard
physical properties required for the analysis such as density (7860 kg/m3), Young’s
modulus (200 GPa) and Poisson’s ratio (0.3) for this material of disk material (steel
A-105) is taken from standard handbook.

28.5 Results and Discussions

In this section, lower bound ð�3rÞ stress–strain curve has been taken to present
stresses and growth in non-dimensional form. Stresses and residual stresses in
tangential and radial directions using closed-form solution developed in this paper
have been compared with FEM results using ABAQUS solver. Permanent growth
obtained experimentally for four identical disks have been compared with closed
form and FEM solutions for 10,000–13,000 rpm in the interval of 500 rpm.

28.5.1 Analytical and FEM Comparison

Closed-form analytical results based on Tresca’s yield criterion have been first
compared with results obtained using commercial available finite element software
ABAQUS based on von-Mises yield criterion.

28.5.1.1 Stresses

Figures 28.5, 28.6, 28.7, 28.8, 28.9 and 28.10 show variation of tangential �rhð Þ and
radial stresses �rrð Þ in elastic-plastic disk at 10,000, 11,000, 11,500, 12,000, 12,500
and 13,000 rpm obtained analytically have been compared with finite element
results. These figures indicate that trend in the variation of tangential and radial
stresses matches well at all rotating speed considered in this investigation. These
figures further reveal that elastic plastic interface radius �rp

� �
is more in closed-form

result based on Tresca’s yield criterion in comparison with FEM result which is
based on von-Mises yield criterion. In the closed-form solution, the disk becomes
completely plastic at nearly 11,200 rpm while in FEM it is at 11,750 rpm. Due to
this, there is a significant difference in tangential stress between closed-form
solution and FEM results near disk rim as seen in Figs. 28.6 and 28.7. In analysis
disk attains fully plastic stage at 11,500 rpm. It is interesting to note that till
11,500 rpm maximum radial stress obtain using FEM is more than closed-form
solution and thereafter close form solution result shows higher value in comparison
with FEM.
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28.5.1.2 Residual Stresses

Residual stresses obtained analytically in tangential �rhrð Þ and radial directions �rrrð Þ
have been compared with finite element method for all the rotating speeds con-
sidered in this investigation. Figures 28.11, 28.12, 28.13, 28.14, 28.15 and 28.16
show that trend in the variation of residual stresses compares well for all the rotating
speeds and tangential residual stress at the bore increases with increase in speed.

Fig. 28.5 Variation of tangential and radial stress in rotating disk at 10,000 rpm

Fig. 28.6 Variation of
tangential and radial stress in
rotating disk at 11,000 rpm
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Fig. 28.7 Variation of
tangential and radial stress in
rotating disk at 11,500 rpm

Fig. 28.8 Variation of
tangential and radial stress in
rotating disk at 12,000 rpm

Fig. 28.9 Variation of
tangential and radial stress in
rotating disk at 12,500 rpm
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Fig. 28.10 Variation of
tangential and radial stress in
rotating disk at 13,000 rpm

Fig. 28.11 Variation of
normalized residual tangential
and radial stresses in rotating
disk at 10,000 rpm

Fig. 28.12 Variation of
normalized residual tangential
and radial stresses in rotating
disk at 11,000 rpm
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Fig. 28.13 Variation of
normalized residual tangential
and radial stresses in rotating
disk at 11,500 rpm

Fig. 28.14 Variation of
normalized residual tangential
and radial stresses in rotating
disk at 12,000 rpm

Fig. 28.15 Variation of
normalized residual tangential
and radial stresses in rotating
disk at 12,500 rpm
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28.5.1.3 Permanent Growth

Figures 28.17 and 28.18 show permanent growth in rotating disk obtained using
closed-form solution, FEM techniques and experimental results at the bore and rim
of the disk. Although trend in the variation of permanent growth is similar in closed
form solution, FEM and experimental results, there is difference in growth values at
higher rotating speeds due to lower bound stress–strain curve taken for closed-form
solution and FEM simulation. These figures further reveal that permanent growth
increases appreciably after 11,500 rpm ðX ¼ 1:7Þ; the speed at which entire disk
attains fully plastic stage.

Fig. 28.16 Variation of
normalized residual tangential
and radial stresses in rotating
disk at 12,500 rpm

Fig. 28.17 Percentage
increase in disk diameter at
the bore of the disk for
10,000–13,000 disk speed
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28.6 Conclusions

A closed-form solution has been developed using Tresca’s yield criterion to obtain
permanent growth in disk after removing centrifugal load due to rotation of the
disk. Stresses and residual stresses have been compared with FEM results using
ABAQUS software. The elastic plastic interface radius �rp

� �
obtained from closed

form result based on Tresca’s yield criterion is found to be more as compare to
FEM result which is based on von-Mises yield criterion.

The closed-form solution, FEM as well as spin test results show that the per-
manent deformation for uniform thickness disk is higher at the disk bore as com-
pared to that of the rim for all the speeds. The trend of permanent deformation
between closed form and FEM matches well. The small difference in the results is
due to different yield criteria adopted by both these methods. Experimental results
show that there is variation in permanent growth for all the four disks tested in the
spin rig and growth value is lesser than analytical and FEM as expected as these
predictions are carried out for lower bound stress–strain curve.

Acknowledgements Authors are thankful to Director, GTRE Dr. C. P. Ramanarayan,
Outstanding Scientist for allowing this paper to publish in international referred journal.
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Chapter 29
Flow and Heat Transfer Characteristics
of Surface-Mounted Cylinder
in Presence of Rectangular Winglet Pair

Hemant Naik and Shaligram Tiwari

Nomenclature

A Area of the heated surface
Cp Coefficient of pressure
D Cylinder diameter
f Friction factor
H Cylinder height
h Convective heat transfer coefficient
hVG Height of vortex generator
JF Thermal performance factor
k Turbulent kinetic energy
L1 Length of computational domain
L2 Width of computational domain
L3 Height of computationaldomain
lVG Length of vortex generator
Nu Nusselt number
P Non-dimensional pressure
Re Reynolds number
Se Secondary flow intensity
T Temperature
U1 Free stream velocity
Uj Cartesian velocity component in Xj-coordinate direction
Xj Non-dimensionalized Cartesian space coordinates in X, Y, Z direction
X, Y, Z Non-dimensionalized Cartesian space coordinates

Greek symbols

at Turbulent dynamic thermal diffusivity
b Angle of attack of vortex generator
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DX Streamwise center distance between tube and winglet
DY Spanwise center distance between tube and winglet
e Dissipation rate
k Thermal conductivity
m Kinematic viscosity of fluid
mt Turbulent kinematic viscosity of fluid
X Volume of the computational domain
xn Vorticity component normal to a cross section
q Density of fluid
rk Turbulent Prandtl numbers for k
re Turbulent Prandtl numbers for e
h Non-dimensional temperature
yþ Wall y-plus

Subscripts

b Bulk-mean value
1 Inlet
local Local value
n Normal direction
o Absence of vortex generator
w Wall

Abbreviations

AR Aspect ratio
CFD Common flow down
CFU Common flow up
DWP Delta winglet pair
FFR Friction factor ratio
HTR Heat transfer ratio
RWP Rectangular winglet pair
SFIR Secondary flow intensity ratio
VG Vortex generator

29.1 Introduction

Flow and heat transfer past surface-mounted obstacles are investigated by many
researchers both experimentally and numerically. Heat and flow behaviors around
surface-mounted obstacles get much attention not only because of academic
attractiveness but also due to various real-life problems associated with structural
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aspects and energy conservation. A significant amount of research on flow field and
heat transfer characteristics for flow past obstacles has been carried out in past for
variety of practical applications such as cooling of electronic equipment, chimneys,
cooling towers, building aerodynamics, automotive design and heat exchanger
systems. It becomes important to understand the mechanism by which a
surface-mounted obstacle influences the flow structure and enhances heat transfer.
Various topological flow fields develop around the obstacles which can affect the
heat transfer significantly. Understanding the flow phenomenon and its effect on
heat transfer is much complex due to its three-dimensionality.

Investigations on flow and thermal fields from finite height surface-mounted
obstacles (circular, square, rectangular and other shapes cylinders) have been car-
ried out by various researchers in past. Flow and heat transfer around obstacles of
different shapes like circular cylinder, cone, square bar have been carried out by
Ghisalberti and Kondjoyan [1]. They reported that aspect ratio (AR, height to
diameter ratio of cylinder) influences the enhancement in heat transfer. Different
types of vortex patterns from flow past finite height circular cylinder mounted on a
horizontal plate have been reported in the literature which affects the behavior of
heat transfer significantly. For example, horseshoe vortex develops in front of
cylinder and near the junction of cylinder-bottom wall, Karman vortex shedding
takes place from the sides of the cylinder and trailing vortices generate above the
free-end of cylinder. Heat transfer and flow field characteristics of mounting surface
obstacles as finite height circular cylinders have been investigated by Kawamura
et al. [2]. They reported that heat transfer characteristics depend on AR, boundary
layer thickness and Reynolds number (Re). They also reported that dominance of
Karman vortex shedding and trailing vortices depend on critical AR which strongly
influences heat transfer characteristics. Giordano et al. [3] reported that AR of the
cylinder and Re are the parameters that influence both heat transfer and flow field
characteristics. Tsutsui et al. [4] and Tsutsui and Kawahara [5] investigated flow
past circular cylinder and reported that the horseshoe vortex plays a dominant role
in augmentation of heat transfer. For low values of AR, higher heat transfer
enhancement is reported just below the leading edge in downstream of cylinder.
Three-dimensional flow topology for flow past finite height circular cylinder for
different AR and Re has been studied numerically by Naik and Tiwari [6, 7]. They
reported that horseshoe vortices enhance fluid mixing and disrupt the boundary
layer growth thereby augmentation in heat transfer takes place. Sahin et al. [8] and
Rostamy et al. [9] reported that vortices generated from and around the cylinder
surface influence the heat transfer characteristics. They also concluded that con-
tribution toward heat transfer enhancement is more due to horseshoe vortex than
vortices from the side surface of a cylinder. A brief review of flow field and heat
transfer characteristics of flow past surface-mounted circular cylinder has been
reported by Sumner [10].

Development of thermal boundary layer around obstacles always decreases heat
transfer rate due to no-slip boundary condition. Interruption in the development of
thermal boundary layer causes enhancement in heat transfer which gives rise to
better mixing of fluid. This can be achieved by introducing secondary flow in the
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flow path [11, 12]. For generation of secondary flow, mounting vortex generator
(VG) on plate surface by punching or stamping is one of the effective methods.
Presence of VGs generates longitudinal vortices in the main flow direction such as
in streamwise direction which enhances fluid mixing by disrupting the growth of
thermal boundary layer and thereby augmentation in heat transfer is achieved [13–
15]. Vortex generators are generally mounted on a plate surface at an angle of attack
(b) with respect to the streamwise direction. Most commonly used geometric form
of VG is winglet type VG in which delta winglet and rectangular winglet are much
popular. Numerical investigations on enhancement in heat transfer have been
performed by Tian et al. [16] for a pair of winglet type vortex generators having
both common flow up (CFU) and common flow down (CFD) configurations. They
considered the two commonly known types of winglet pair such as delta winglet
pair (DWP) and rectangular winglet pair (RWP). They reported that surface-
mounted RWP gives higher heat transfer enhancement than DWP. For surface-
mounted RWP, they found that thermal performance of CFD configuration is better
than that of CFU configuration. Experimental as well as numerical investigations on
heat transfer and flow field characteristics due to various geometric parameters of
VGs have been carried out by various researchers Wu and Tao [17] investigated the
flow and heat transfer analysis of rectangular winglet type VG by punching it out
from the fin surface. They studied the effect of location of VG, i.e., streamwise
distance between inlet of channel and leading edge of VG and transverse spacing
between winglet pair on flow characteristics and heat transfer enhancement. They
reported that augmentation in heat transfer gets reduced when transverse spacing
between wings of VGs is reduced. Also, heat transfer of the channel is found to
decrease when the location of VG is shifted away from the inlet of the channel.
Numerical investigations on flow and heat transfer by surface-mounted RWPs have
been performed by Naik and Tiwari [18]. They have investigated the effect of
different geometric parameters of RWP such as angle of attack of VG (b), length of
RWP and spacing between RWP on flow and heat transfer characteristics. They
also considered the effect of different values of Re. They found that augmentation in
heat transfer increases with increase in b and it attains its maximum at b = 35°,
further increase in b resulting into decrease in heat transfer. Enhancement in heat
transfer is reported for the case of increasing length of RWP as well as increasing
Re.

It can be concluded from above literature that horseshoe vortices generated
around surface-mounted circular cylinder and longitudinal vortices generated from
surface-mounted VGs play important role on heat transfer enhancement. Thorough
literature review on VGs and finite height cylinders have been done and it has been
observed that the study on effect of combination of surface-mounted finite height
single cylinder and RWP on heat and flow characteristics is rather limited in the
literature. Location of RWP corresponding to cylinder center is expected to influ-
ence the thermal performance of the cylinder and RWP system. Hence, present
work aims to investigate the effect of different locations of RWP with respect to
cylinder center for the combination of both cylinder and RWP on heat and flow
characteristics. Streamlines plots and temperature contours are used for the
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investigation of flow features and heat transfer characteristics. Nusselt number and
friction factor are used for the estimation of heat transfer enhancement and pressure
loss. A non-dimensional number known as secondary flow intensity is used to
estimate the secondary flow generated by the VGs and cylinders. Variation of
secondary flow intensity is used to examine the role of secondary flow on heat
transfer enhancement. Thermo-hydraulic performance is also estimated by thermal
performance factor which shows the combined effect of flow and heat transfer.

29.2 Problem Formulation

The problem under consideration is fluid flow behavior and heat transfer charac-
teristics past surface-mounted circular cylinder of a finite height in the presence of
rectangular winglet pair (RWP) placed at different locations relative to center of the
cylinder. Figure 29.1a depicts the schematic of three-dimensional computational
domain used in the present study. Circular cylinder having diameter ‘D’ and height
‘H’ is mounted on a horizontal plate at a distance of 10D from inlet. Aspect ratio of
the cylinder, i.e., the height to diameter ratio has been kept fixed as 2.0. Dimensions
of the computational domain such as length, width and height are fixed and taken as
30D, 10D and 7D, respectively. Rectangular winglet pair (RWP) as VG with CFD
configuration is considered for the present study. The length and height of VG are
kept fixed as 1D and 0.5D, respectively. The angle of attack (b) has been kept fixed
as 35°. Location of RWP from center of cylinder is shown in Fig. 29.1b. Effect of
different possible streamwise DXð Þ and spanwise DYð Þ locations of RWP corre-
sponding to center of cylinder such as DX;DYð Þ ¼ ð�2;�0:5Þ, (−1, ±0.5),
(−0.5, ±0.5), (1, ±0.5), (2, ±0.5), (−2, ±1), (−1, ±1), (−0.5, ±1), (0, ±1),
(0.5, ±1), (1, ±1), (2, ±1) and (−2, ±1.5), (−1, ±1.5), (−0.5, ±1.5), (0, ±1.5),
(0.5, ±1.5), (1, ±1.5), (2, ±1.5) on heat and fluid flow behavior have been inves-
tigated. Computations are carried out for the flow Reynolds number (Re) ranging
from 1000 to 4000 for all considered locations of RWP.

29.3 Numerical Methodology

29.3.1 Governing Equations and Boundary Conditions

In the present study, air has been used as working fluid and the assumptions
employed for the flow of air are three-dimensional, incompressible, steady and
turbulent with constant thermo-physical properties. Viscous dissipation effects and
radiation effects are considered to be negligible. The non-dimensional form of
governing equations in Cartesian coordinates including mass, momentum and
energy equations are as follows
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@Uj

@Xj
¼ 0 ð29:1Þ

Uj
@Ui

@Xj
¼ � @ðPþ 2k=3Þ

@Xi
þ 1

Re
@

@Xj
ð1þ mtÞ @Ui

@Xj
þ @Uj

@Xi

� �� �
ð29:2Þ

Uj
@h
@Xj

¼ 1
Re Pr

@

@Xj
ð1þ atÞ @h

@Xj

� �
ð29:3Þ

Here the non-dimensional Cartesian component of velocity in non-dimensional
Xj-space coordinate direction is denoted as Uj. For non-dimensionalization of space
coordinates, considered characteristic length scale is the diameter of cylinder (D),
and hence, the non-dimensional form of space coordinates are X ¼ x

D, Y ¼ y
D and

Fig. 29.1 a Computational domain, b location of rectangular winglet pair
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Z ¼ z
D. The free stream velocity U1ð Þ has been chosen as the characteristic velocity

for non-dimensionalization of velocities. The non-dimensional form of pressure
terms can be written as P ¼ p

qU21
, where p is the pressure and q is density of the

fluid. The non-dimensional form of temperature can be written as
h ¼ ðT � T1Þ= Tw � T1ð Þ, here the temperature of the fluid at free stream is rep-
resented by T1 and the constant wall temperature is denoted by Tw which is the
temperature at the surfaces of cylinder, RWP and bottom plate.

The flow Reynolds number (Re) based on cylinder diameter, uniform velocity at
the inlet, i.e., free stream velocity and the kinematic viscosity of the fluid mð Þ is
evaluated by

Re ¼ U1D=m ð29:4Þ

To obtained the values of turbulent kinetic energy (k) and its dissipation rate eð Þ,
the two equations Realizable k � e turbulence model has been chosen and corre-
sponding transport equations are expressed as follows

Uj
@k
@Xj

¼ 1
Re

@

@Xj

mt
rk

� �
@k
@Xj

� �
þGk � e ð29:5Þ

and

Uj
@e
@Xj

¼ 1
Re

@

@Xj

mt
re

� �
@e
@Xj

� �
þC1Se� C2e

e2

kþ ffiffiffiffi
me

p ð29:6Þ

Shih et al. [19] are referred for the values of constants and definitions of the
terms mt, at, Gk , C1, S, C2e, rk and re.

Boundary conditions are described at the different faces of the computational
domain, and these different faces have been numbered to identify the boundaries in
Fig. 29.1a. The boundary conditions employed at different boundaries such as inlet,
outlet, walls of the computational domain and surfaces of cylinder and RWP are as
summarized below.

• Uniform velocity in streamwise direction with constant temperature is taken at
inlet of domain (face-1).

u ¼ U1; v ¼ w ¼ 0; T ¼ T1ð Þ

At the inlet of the computational domain, the correlation I ¼ 0:16Re�1=8 available
in Min et al. [20] is used to calculate the turbulent intensity (I). The computed
turbulent intensity lies between 5 and 10% for the considered velocity range.

• Pressure outlet condition has been imposed at the exit of the domain (face-2).

p ¼ p1ð Þ
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• No-slip, impermeable and constant temperature boundary conditions have been
considered at bottom wall (face-5) and surfaces of cylinder and RWP.

u ¼ v ¼ w ¼ 0; T ¼ T1ð Þ

• Free-slip and impermeable boundaries are considered at side boundaries
(faces-3).

v ¼ 0;
@u
@y

¼ @w
@y

¼ 0;
@p
@y

¼ 0;
@T
@y

¼ 0
� �

• Free-slip and impermeable boundaries are prescribed at top boundaries
(faces-3).

w ¼ 0;
@u
@z

¼ @v
@z

¼ 0;
@p
@z

¼ 0;
@T
@z

¼ 0
� �

29.3.2 Parameter Definition

In order to estimate the heat transfer and fluid flow characteristics, the expressions
of the relevant parameters are defined as follows.

The overall Nusselt number (Nu) is used to estimate the heat transfer perfor-
mance and can be expressed as

Nu ¼ hD
k

ð29:7Þ

Here h is the overall convective heat transfer coefficient and is calculated in
terms of bulk mean temperature of fluid TbðxÞð Þ, temperature gradient normal to the
surface @T=@zð Þn and differential area of the heated surface dAð Þ.

h ¼
R �k @T=@zð Þn

Tw�TbðxÞ
� �

dAR
dA

ð29:8Þ

where k is the thermal conductivity of fluid and n is normal direction with respect to
the surface. At a given location, the bulk mean temperature of fluid can be
expressed as
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TbðxÞ ¼
R
uðx; y; zÞTðx; y; zÞdzR

uðx; y; zÞdz ð29:9Þ

The friction factor (f) is obtained by calculating pressure drop Dpð Þ in the
domain and can defined as

f ¼ Dp
1=2qU21

� D
L1

ð29:10Þ

Quantification of secondary flows generated due to the presence of obstacles
such as cylinder and RWPs in the flow path can also be used to estimate the
performance of heat transfer. Secondary flow is calculated with the help of sec-
ondary flow intensity (Se) which is absolute vorticity flux based a non-dimensional
number [21]. The volume-averaged Se is defined in terms of vorticity component
normal to a cross section xnð Þ and the differential volume of the considered domain
dXð Þ and expressed as

Se ¼ qD2

l

R
X xnj jdXR

X dX

� �
ð29:11Þ

Secondary flow intensity ratio (SFIR) is used to compare the secondary flow
generated due to surface-mounted cylinder in the presence of RWP (Se) to the
secondary flow generated in absence of RWP (Seo).

The thermal enhanced factor (JF) is used to estimate combined effect of flow and
heat transfer and is calculated as

JF ¼ ðHTRÞ
ðFFRÞ1=3

ð29:12Þ

where heat transfer ratio (HTR) and friction factor ratio (FFR) are the ratio of
overall surface-averaged Nu and friction factor (f) in the presence of RWP to overall
surface-averaged Nusselt number (Nuo) and friction factor (fo) in the absence of
RWP, respectively.

29.3.3 Grid Mesh and Grid Independence

Figure 29.2a presents the schematic of the grid mesh around the cylinder with RWP
mounted on the bottom plate. Figure 29.2b shows the top view of grid mesh around
cylinder and RWP by keeping other features hidden. A non-uniform hexahedral
structured grid has been generated with the help of a commercial software widely
known as ANSYS ICEM CFD 17.2. A grid mesh strategy has been followed to
capture the fluid flow and heat transfer characteristics appropriately. Refined O-type
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non-uniform grid structure is created close to the cylinder and RWP while
non-uniform hexahedral structured grid has been generated everywhere else in the
domain.

Rigorous grid independence study has been carried out for better accuracy of the
computations and to understand the effect of grid sizes on different parameters as

Fig. 29.2 Grid mesh around. a Cylinder and RWP, b top view of grid
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presented in subsection ‘Parameter Definition’. Initially grid independence has been
studied for different number of grid nodes around the circumference of cylinder and
along the length of RWP. Further grid independence has been studied for the
upstream and downstream of the cylinder along the length of the domain. Grid
independence study for a fixed location of RWP DX;DYð Þ equal to (−2, ±1),
(0, ±1) and (2, ±1) has been carried out by considering four different grid sizes.
Figure 29.3 depicts the variation of overall surface-averaged Nusselt number (Nu)
with change in grid size from 0.5 million to 6.0 million for different streamwise
location of RWP DXð Þ at fixed spanwise location of RWP DYð Þ ¼ �1 and fixed
value of Re = 3000. It has been observed that for all three DX locations, the value
of Nu increases with grid refinement, i.e., increase in the number of grid nodes from
0.5 million to 2.36 million. Further increase in the number of grid nodes, Nu does
not change significantly. Percentage change in the value of Nu for the number of
grid nodes higher than 2.36 million are found to be less than 0.29, 0.15 and 0.23%
for DX ¼ �2, 0 and 2, respectively. Therefore, the flow and heat transfer charac-
teristics of the cases considered for the present study have been investigated by
performing all the computations having 2.36 million grid nodes.

29.3.4 Numerical Technique

Finite volume-based commercial software ANSYS Fluent 17.2 is employed to
discretize and solve the governing equations. Two equations Realizable k � e tur-
bulence model associated with enhanced wall treatment is used to improve the
accuracy of computations near heated surfaces under turbulent flow conditions. To
capture wall effect in turbulence, y-plus yþð Þ equivalent to 1 has been considered
for near wall modeling. To resolve the coupling between pressure and velocity on a
Cartesian grid, Semi-Implicit Method for Pressure Linked Equation (SIMPLE)
algorithm has been used in the present study. For discretization of diffusive terms

Fig. 29.3 Variation of Nu
with change in number of grid
nodes for different values of
DX at DY ¼ �1 and
Re = 3000

29 Flow and Heat Transfer Characteristics of Surface-Mounted … 617



www.manaraa.com

present in the governing equations, second-order central difference scheme has been
employed and convective terms present in the governing equations have been
discretized by using second-order upwind scheme. Absolute convergence criteria
considered for mass, momentum and energy equations are taken as 10−6 while for
k and e equations it is set as 10−5.

29.3.5 Validation of Computations

Computations have been carried to validate the suitability of numerical technique
and the results are compared against those reported in the literature as shown in
Fig. 29.4 and Table 29.1. For finite height circular cylinder at fixed value of AR
and Re equal to 2.0 and 32,000, respectively, the results obtained from the present
numerical work and the experimental work reported by Kawamura et al. [2] have
been compared. Circumferential variation of coefficient of pressure (Cp) at
mid-height of cylinder obtained from the present work is plotted, and comparison
has been carried out with the results of Kawamura et al. [2]. The values of Cp

obtained from the present computations show close match with the Cp values
reported by the experimental work Kawamura et al. [2].

Fig. 29.4 Comparison of circumferential variation of Cp from present computations and
Kawamura et al. [2]

Table 29.1 Comparison of overall Nu, Nuo and HTR from present computations using different
forms of k � e turbulence model against those of Tiggelbeck et al. [14]

Tiggelbeck et al. [14] Standard k � e Realizable k � e RNG k � e

Nuo 16.6 18.257 17.549 18.544

Nu 24.26 27.043 25.972 27.827

HTR 1.461 1.481 1.480 1.501
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Further, the validation has been strengthen by validating the flow conditions in
the presence of surface-mounted RWP. Similar, geometry and boundary conditions
have been considered for the computation as reported in the experimental work of
Tiggelbeck et al. [14]. In their experiment, RWPs are punched on the channel wall.
The considered angle of attack of RWP and flow Re (based on hydraulic diameter
of the channel which is equal to the twice of the height of RWP) for comparison are
chosen from the Tiggelbeck et al. [14] and are equal to 30° and 4600, respectively.
Here three different turbulence models such as Standard k � e, RNG k � e
and Realizable k � e turbulence model are considered for the computations.
Comparison of the results obtained from these k � e turbulence models and from
Tiggelbeck et al. [14] are shown in Table 29.1. The difference between the results
from present computations and experimental data is found to be lowest for
Realizable k � e turbulence model as compared to that from other two turbulence
models. The percentage differences between the present computed results obtained
by the use of Realizable k � e turbulence model and those obtained from the
experimental work of Tiggelbeck et al. [14] are 7.1% for Nuo (overall Nu in the
absence of RWP), 5.7% for Nu (overall Nu in the presence of RWP) and 1.3% for
HTR. Hence, for all the computations, Realizable k � e turbulence model has been
implemented in the present study.

29.4 Results and Discussion

29.4.1 Flow and Temperature Field Analysis

Interesting flow features generated due to various locations of RWP for cylinder
mounted on plate and respective effects on heat transfer characteristics have been
illustrated with the help of streamline plots and non-dimensional temperature
contours, corresponding to the time-averaged field. In general, different types of
vortices are generated from the surfaces of cylinder and RWP. Generation of
horseshoe vortices takes place in upstream of cylinder near the junction of cylinder
and bottom plate and also in upstream pf RWP near the leading edges of RWP and
bottom plate junction [7, 18]. From the free-end of the cylinder, generation of
trailing vortices has been observed while from the side surface of the cylinder
vortex shedding takes place which is widely known as Karman vortex shedding [2].
From different edges of RWP such as from leading, trailing and top edges of RWP,
longitudinal and transverse vortices are generated [18]. In longitudinal vortices,
vortices rotate around an axis parallel to the streamwise flow direction, which
enhance the mixing of fluid and disturb the growth of boundary layers. Hence,
convective heat transfer gets enhanced due to longitudinal vortices [15, 18].
Similarly, horseshoe vortices also enhance the fluid mixing near bottom plate
surface and destabilize the growth of the boundary layer and thereby enhancement
in heat transfer occur due to horseshoe vortices [4]. In general, transverse vortices
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and other vortices from cylinder surfaces are less efficient in causing heat transfer
enhancement. Figure 29.5 depicts the streamlines plots and non-dimensional tem-
perature contours corresponding to the time-averaged field close to the bottom plate
(Z = 0.1) for different streamwise locations of RWP, i.e., DX locations of RWP at
spanwise location of RWP DY ¼ �0:5 and Re = 3000. From streamline plots in
Fig. 29.5, horseshoe vortices can be seen in front of RWP (Fig. 29.5a) while
horseshoe vortices appear in front of cylinder (Fig. 29.5b). From temperature
contour of Fig. 29.5, appearance of low-temperature zone in upstream and near the
front face of RWP and cylinder can be seen which is due to horseshoe vortices and
this shows enhancement in heat transfer. Recirculation region is observed just
behind the cylinder and RWP in downstream locations. Near the rear face of the
cylinder and RWP, higher temperature zone is observed due to the presence of
recirculation regions which shows the poorer transport of fluid there, and hence,
heat transfer reduces. In downstream of cylinder, size of recirculation region is
found to be higher in case of DX ¼ �2 than DX ¼ �2. Reason for this may be that
for DX ¼ 2, RWP suppresses the development of recirculation region.

At fixed spanwise location of RWP DY ¼ �1 and fixed value of Re = 3000,
Fig. 29.6 presents streamlines and temperature contours close to bottom plate
(Z = 0.1) for different DX locations of RWP. Size of recirculation region behind the

Fig. 29.5 Streamlines and temperature contours close to bottom plate (Z = 0.1) for locations.
a DX ¼ �2. b DX ¼ 2 at DY ¼ �0:5 at Re = 3000
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cylinder is found to be higher for DX ¼ 0 followed by DX ¼ �2 and DX ¼ 2.
Correspondingly, the size of high-temperature zone behind the cylinder can also be
seen to follow same order as of recirculation. For DX ¼ �2 and 2, effect of
horseshoe vortices can be seen for both cylinder and RWP. Similarly,
low-temperature zone can be observed in front of RWP and cylinder for DX ¼ �2
and 2. On the other hand, for the location of RWP DX ¼ 0, generation of horseshoe
vortices is observed only due to the cylinder which eliminates the low-temperature
zone in front of RWP.

For different streamwise locations of RWP, streamlines and temperature con-
tours close to the bottom plate (Z = 0.1) at the location of RWP DY ¼ �1:5 and

Fig. 29.6 Streamlines and temperature contours close to bottom plate (Z = 0.1) for locations.
a DX ¼ �2. b DX ¼ 0. c DX ¼ 2 at DY ¼ �1 at Re = 3000
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Re = 3000 are presented in Fig. 29.7. Due to large DY for all DX, horseshoe
vortices appear for both cylinder and RWP. Correspondingly, low-temperature zone
can also be seen in front of cylinder and RWP. For DX ¼ �2, effect of horseshoe
vortices due to RWP is relatively stronger than those for other two DX values. Size
of recirculation region behind the cylinder is higher for DX ¼ 0 and lower for
DX ¼ 2. Consequently, size of high-temperature zone is higher for DX ¼ 0 and
lower for DX ¼ 2. In general, for DX ¼ �2 and 2, with increase in the value of DY ,
i.e., the vortex generators of RWP shift away from each other in spanwise direction,
horseshoe vortices due to both cylinder and RWP become independent of each

Fig. 29.7 Streamlines and temperature contours close to bottom plate (Z = 0.1) for locations.
a DX ¼ �2. b DX ¼ 0. c DX ¼ 2 at DY ¼ �1:5 at Re = 3000
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other. Effect of horseshoe vortices due to influence of both is visible. For lower DY ,
such that DY ¼ �0:5, horseshoe vortex generation takes place either only from
RWP or only from cylinder.

29.4.2 Heat Transfer and Flow Loss Analysis

Figure 29.8 shows the variation of surface-averaged Nu for different streamwise as
well as spanwise locations of RWP at a fixed value of Re equal to 3000.
Observations made for the different locations of RWP on heat transfer character-
istics show that spanwise location of RWP plays crucial role on thermal perfor-
mance. For each fixed DX location, DY ¼ �1:5 shows higher value of Nu while it
is lower for DY ¼ �0:5. Difference in the values of Nu for DY ¼ �0:5 and ±1 are
less than those for DY ¼ �1:5. For all the DY locations, it has been observed that
the value of Nu increases when the location of RWP has been shifted away from the
cylinder. For upstream located RWPs, increase in the value of Nu is higher than for
downstream located RWPs. Variation of friction factor (f) for different streamwise
as well as spanwise locations of RWP at a fixed value of Re equal to 3000 is
presented in Fig. 29.9. For all the DY locations, as the location of RWP shifts away
from the cylinder, the value of f is found to decrease. For upstream located RWP,
the RWP location DX ¼ �2, DY ¼ �1:5 is associated with higher value of f and
lower for DY ¼ �0:5. On the other hand, for downstream located RWP, the RWP
location DX ¼ 2, DY ¼ �1 shows higher value of f while the lower value is for
DY ¼ �0:5.

Heat transfer ratio (HTR) shows the enhancement of heat transfer of the present
computational model having heated cylinder, RWP and bottom plate as compared
to computational model in the absence of RWP. Figure 29.10a–c depicts the
variation of HTR with change in Re for different spanwise locations of RWP at
DX ¼ �2, 2 and 0, respectively. With increase in Re, HTR is found to increase for

Fig. 29.8 Variation of
overall surface-averaged Nu
for different locations of RWP
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Fig. 29.9 Variation of f for different locations of RWP

Fig. 29.10 Variation of HTR with change in Re for different DY locations at a DX ¼ �2.
b DX ¼ 2. c DX ¼ 0
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all the DX locations. For each fixed Re and DX, DY ¼ �1:5 shows higher HTR
value followed by DY ¼ �1 and ±0.5. For DY ¼ �1 and ±1.5, upstream located
RWP such as DX ¼ �2, shows higher HTR value than other two DX locations. For
DY ¼ �0:5, DX ¼ �2 has lower HTR value for all values of Re. It has been
observed that the enhancement in heat transfer is maximum for upstream located
RWP at DX ¼ �2 and DY ¼ �1:5 at Re = 4000, which is equal to 40.72%. For
downstream located RWP at DX ¼ 2 and DY ¼ �1:5, observed higher heat transfer
enhancement is 37.14% for Re = 4000.

Increase in pressure loss can be estimated by friction factor ratio (FFR),which is the
ratio of value of f in the presence of RWP to the value in the absence of RWP. At
different streamwise locations of RWP, i.e. DX ¼ �2, 2 and 0, for different spanwise
locations ofRWP, variations of FFRwith change inRe are presented in Fig. 29.11a–c,
respectively. Value of FFR increases with increase in Re for all the values of DX and
DY . It has been observed that location DY ¼ �1:5 shows higher value of FFR for all
the DX location except for DX ¼ �2. At DX ¼ �2, FFR is higher for DY ¼ �1.
Location DY ¼ �0:5 gives lower FFR value for all the considered cases.

Fig. 29.11 Variation of FFR with change in Re for different DY locations at a DX ¼ �2.
b DX ¼ 2. c DX ¼ 0
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29.4.3 Secondary Flow Analysis

Analysis of secondary flow in the flow field gives better understanding of heat
transfer performances. Estimation of augmentation in heat transfer can also be done
by quantifying the secondary flows generated by obstacles such that RWP and
cylinder. Figure 29.12 illustrates the variation of volume-averaged secondary flow
intensity (Se) for different streamwise and spanwise locations of RWP at a fixed
value of Re equal to 3000. For each fixed DX location of RWP, the value of Se is
found to be higher for the spanwise location DY ¼ �1:5 and lower for DY ¼ �0:5.
For all the spanwise DY locations, as the location of RWP has been shifted away
from the cylinder, the value of Se increases.

Secondary flow intensity ratio (SFIR) has been used to compare the secondary
flow generated due to surface-mounted cylinder in the presence of RWP to the
secondary flow generated in the absence of RWP. For different spanwise locations
of RWP, Figs. 29.13a–c, present the variation of SFIR with change in Re at
DX ¼ �2, 2 and 0, respectively. With increase in the value of Re, the value of SFIR
increases for all the DX locations of RWP. It is observed that for each fixed Re and
DX, SFIR is higher for DY ¼ �1:5 and lower for DY ¼ �0:5.

29.4.4 Thermo-Hydraulic Performance Analysis

The thermal performance factor (JF) which is the ratio of HTR to 1/3rd power of
FFR is used to analyze the thermo-hydraulic performance such that the combined
effect of heat and fluid flow. Figure 29.14 depicts the variation of JF for different
streamwise and spanwise locations of RWP at a fixed value of Re equal to 3000. In
upstream as well as downstream locations of cylinder, increase in the value of JF is
observed for all the values of DY, as DX location of RWP has shifted away from the

Fig. 29.12 Variation of
volume-averaged Se for
different locations of RWP
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Fig. 29.13 Variation of SIFR with change in Re for different DY locations at a DX ¼ �2.
b DX ¼ 2. c DX ¼ 0

Fig. 29.14 Variation of JF
for different locations of RWP
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cylinder. For fixed DX location, the value of JF is higher for the location
DY ¼ �1:5, while it in lower for the location DY ¼ �1:0. Location DY ¼ �0:5
shows higher JF than DY ¼ �1:0 which is primarily due to DY ¼ �1:0 being
associated with higher pressure loss than DY ¼ �0:5 because the difference in heat
transfer between the two cases is quite small.

For different values of DY location of RWP, Figs. 29.15a–c present the variation
of thermal performance factor with change in Reat streamwise locations of RWP
DX ¼ �2, 2 and 0, respectively. With increase in the value of Re, for all DX and
DY locations of RWP considered it has been observed that the value of JF
decreases. Moreover, higher value of JF is observed for the spanwise location
DY ¼ �1:5 followed by DY ¼ �0:5 and DY ¼ �1:0 for each fixed value of Re and
streamwise location DX.

Fig. 29.15 Variation of JF with change in Re for different DY locations at a DX ¼ �2. b DX ¼ 2.
c DX ¼ 0
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29.5 Conclusion

Combined effect of finite height circular cylinder and rectangular winglet pair
(RWP) mounted on horizontal plate has been studied using three-dimensional com-
putations. Effect of different locations of RWP corresponding to the cylinder center on
heat and fluid flow characteristics has been considered in the present study. Behavior
of flow field and the characteristics of heat transfer around the finite height cylinder
and RWP have been investigated with the help of streamlines plots and temperature
contours, respectively. Streamline plots illustrate how generation of longitudinal and
horseshoe vortices depends upon location ofRWP. Similarly, temperature fields show
strong dependence on locations of RWP due to disruption of thermal boundary layer.
For RWP located away from cylinder both in upstream and downstream, as VGs of
RWP shift away from each other in spanwise direction, horseshoe vortices due to both
cylinder and RWP become characteristically independent of each other. For lower
value of DY , horseshoe vortices are generated only from either cylinder or
RWP. Horseshoe and longitudinal vortices promote fluid mixing that improves
convective heat transfer. Recirculation regions observed behind the cylinder and
RWP are associated with poor transport of fluids and giving rise to relatively higher
temperature zone. Estimation of heat transfer augmentation has been carried out by
using overall Nusselt number (Nu) and is found to be higher for the spanwise location
of RWP, DY ¼ �1:5 at each fixed DX location of RWP. For each fixed DX location,
overall Nu is found to be higher for DY ¼ �1:5. Enhancement in heat transfer is
maximum and equal to 40.72% for the upstream located RWP at DX ¼ �2 and
DY ¼ �1:5 for Re = 4000. All the performance parameters such as HTR, FFR and
SFIR show an increase trend with increase in the value of Re, except the thermal
performance factor which decreases with increase in Re.
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Chapter 30
GA Optimization of Cooling Rate
of a Heated MS Plate
in a Laboratory-Scale ROT

Abhyuday Aditya, Prahar Sarkar and Pranibesh Mandal

30.1 Introduction

Run-out tables (ROTs) have been extensively used in industries in order to provide
uniform cooling to the hot-rolled steel billet. They allow greater control over the
cooling rate, which is important for producing various grades of steel with different
metallurgical properties. ROTs have significantly eased up the process of steel
production as compared to the tedious traditional methods. Studies on performance
analysis on ROTs have also been done since long. Kumar et al. [1] have performed
simulation-based studies on run-out tables for hot strip mills. Phaniraj et al. [2] have
mentioned about the relevant importance of controlled run-out tables in hot rolling
techniques. Although the material used was low carbon steel, the process is quite
relevant for production-grade steel across all industries. They allow the use of
improvised techniques such as ultra-fast cooling (UFC) under spray impingement
along with precisely controlled cooling rates for large-scale production of steel
having required grade variations and refined metallurgical properties. Ultra-fast
cooling is that domain which is concerned with the use of extremely high flow rates
of coolants spread over a uniformly distributed surface area in motion to rapidly
cool down material which will result in influencing both the metallurgical and
mechanical properties of the material, generally hot-rolled steel in industry.
Bhattacharya et al. [3] have successfully used evaporation cooling technique by
using spray-based coolant to achieve ultra-fast cooling in run-out tables. Mohapatra
et al. [4] have used the air-atomized spray technique with a salt solution coolant on
heated steel plate to achieve ultra-fast cooling. The study of Aamir et al. [5] shows
the importance of ultra-fast cooling in dissipating high heat fluxes by critically
controlling the coolant droplet diameter by the method of estimation from the actual
observed cooling rate being achieved from the experimental study. Ultra-fast
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cooling has significant effect on microstructure and is very much required for
specific steel production as studied by Zhou et al. [6] on the properties of high
strength steel for shipbuilding.

Specific gradation of steel and their particular uses are quite important in today’s
industry; hence, controlled cooling is a sought-after process as it allows for pro-
duction of the steel to the exact grade required, as can be seen from the study of
Longhai and Qiong [7] as they analysed quenching and controlled cooling of a
moderately thick plate by analysing the various factors that actually seemed to
influence the procedure. Mishra et al. [8] have given a detailed study of the cooling
parameters and how they affect the heat transfer rate during spray impingement
cooling of steel plate. Heat flux dissipation by spray cooling has been shown by
Visaria and Mudawar [9] for thermal management of electronic devices and is
equally applicable in run-out table applications.

ROTs used in industries in the past were rather bulky and consumed a lot of the
available space. Use of age-old technology in various parts of the ROT resulted in
the production process becoming rather time-consuming and tedious. None the less,
ROTs were found to be quite useful and hence it was absolutely necessary to
improve and modernize the technology used in them. Experimentation in
laboratory-scale setup of industrial ROTs hence became a necessity. This allowed
for work in experimentation, simulation and theoretical research on ROTs. Various
aspects of the cooling process could now be individually studied and improved
upon simultaneously with the others. Modern industrial ROTs having relatively
smaller dimensions, higher cooling rate and huge production capacity are the result
of prolonged experimentation on laboratory-scale ROTs. Cooling rate optimization
is a very important task both in industries and in research laboratories. The cooling
performance of laboratory-scale ROT depends upon a number of parameters which
individually and collectively influence the concerned cooling rates to a significant
extent.

The cooling performance of the laboratory-scale ROT used in the current study
depends on different combinations of cooling parameters such as initial temperature
at which cooling starts (Ti), the air flow rate (Q), the nozzle bank distance (d) and
the velocity (v) of the billet under cooling bay, allowing for a range of variation in
the cooling rate which results in achieving different steel grades. The effect of
change in initial temperature (Ti) on the cooling rate of a static mild steel plate on a
laboratory-scale run-out table, with constant air flow rate (Q) and average nozzle
bank distance (d), has been shown by Sarkar et al. [10]. The work was concerned
with the examination of the cooling characteristics of a heated mild steel plate on a
laboratory-scale ROT setup by varying the air flow rate (Q) and the nozzle bank
distance (d) individually while keeping the other cooling parameters at suitable
constant values. However, large-scale production requirements make it essential to
optimize the multiple cooling parameters system for maximum cooling rate, thereby
improving cost efficiency and considerably reducing production time. This is where
a bio-inspired optimization process can become a useful choice.

Bio-inspired optimizers have been successfully used in past for performance
enhancement of real-time engineering systems. A binary-coded genetic algorithm
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(GA) optimization process has been utilized by Mandal et al. [11] successfully to
optimize a single-variable control parameter. Singh et al. [12] have found GA to be
a fruitful modern optimization technique in engineering developments. The paper
mentions the wide-scale use of several optimization techniques which are rather
useful in certain domains. Mandal et al. [13] have used a real-coded genetic
algorithm to estimate the parameters for coupling a model free, fuzzy controller
with a feedforward controller. The optimizer was used to identify the best-suited
parameter for a fuzzy controller structure for a real-time electrohydraulic actuation
system. GA makes use of several evolutionary study techniques upon sets of sample
data clustered in cycles. These samples are obtained from objective function
evaluation of parameters which govern the entire optimization problem. Use of
multiple parameters in GA optimization techniques has shown to provide results
leading to better optimization of the system, as studied by Eksin [14] in a nonlinear
electric circuit model. Chen et al. [15] have used the GA optimization technique in
designing a fuzzy sliding mode controller capable of rapidly and efficiently con-
trolling complex and nonlinear systems. The major difficulty faced by them was to
select the most appropriate initial values for the parameter vector. This was solved
by the use of GA optimization technique on the parameter vector to generate an
optimum range of initial values for the controller. Herreros et al. [16] have applied
genetic algorithms for PID-type controller design. Multiple parameters are required
to be entertained in such type of controllers, and significance of genetic algorithms
in optimizing these multi-objective parameters is quite profound. Sadegheih [17]
has used a general-purpose schedule optimizer for manufacturing shop scheduling
using genetic algorithms and simulated annealing. Here, optimization has been used
to find the best arrangement of molecules in order to minimize the energy of the
system. If the cooling process is fast, the solid will not attain the ground state, but a
locally optimal structure, and hence, optimization becomes quite significant. Zhai
et al. [18] have used an improvised genetic algorithm to optimize the water con-
sumption of the secondary cooling zone based on the heat transfer model of the
off-line bloom caster. GA optimizes the existing cooling system in steel casting to
produce steel with better quality. Geometric shapes of traditional plate-fin heat
sinks were optimized by Abdelsalam et al. [19] using a genetic algorithm optimizer,
and the improved effectiveness of the fins greatly affected the overall power and raw
material consumption for the same. The plate-fin heat sinks were optimized in a
forced cross-flow using a multi-objective genetic algorithm (MOGA) combined
with CFD simulations, by varying the fin angles. The main objective was to
improve the heat dissipation rate by modifying geometric parameters. The opti-
mized fins reported an effective increase in a range of 11.2–18.1%. It is quite
evident from these works that genetic algorithm (GA) optimizers were quite suc-
cessful in optimizing parameters related to cooling rates of various industrial and
laboratory setups.

As far as the requirement of optimized cooling in ROT is concerned, GA can be
the most useful process for achieving the same. Hence, the binary-coded genetic
algorithm optimization technique used by Mandal et al. [11] has been adopted here
for parameter optimization of the present laboratory-based ROT in order to enhance
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the cooling rate. A three-parameter optimization process, using genetic algorithm
optimizer, has been carried out with the air flow rate (Q), the upper nozzle bank
distance (du) and the lower nozzle bank distance (dl) being the three parameters.
The study can be said to be first of its kind in terms of using bio-inspired opti-
mization technique for parameter optimization of ROT in order to maximize the
cooling rate.

30.2 System Description

The laboratory-scale ROT setup, used by Sarkar et al. [10], is used for the present
set of experiments. The laboratory-scale ROT setup consists of a furnace, two
nozzle banks, air supply line to the nozzles, fixtures to hold the specimen on the
cooling bay consisting of roller fitted rails and mechanical handling zone in
between the cooling bay and the furnace.

As shown in Fig. 30.1a, the furnace is chamber type and has 18 numbers of
Kanthal Globar SD Silicon Carbide heating elements lining on the two inner side
walls of the chamber. Maximum heating rate of the furnace is 15 °C/min. The
control panel of the furnace is installed separately, as shown in Fig. 30.1b. There
are voltage and current indicators on the control panel. There is a safety controller
to limit the maximum achievable temperature. It can be set on different threshold
temperature values. The maximum achievable temperature in the furnace is 1200 °C.
The operator can control the heating process with the help of an automatic PID-type
programmable temperature indicating controller. The furnace door operation is
vertical lifting type and manually controlled by a handle and chain drive system.
A limit switch is provided to ensure switching off of the heaters once the door is
opened. The limit switch stays in contact with the furnace door when the furnace is
in operation and is in a pushed down position. As the door is lifted, the switch
returns back to its original position and the furnace heating system is switched off.
The furnace working chamber has dimensions of 800 mm in length, 800 mm in
width and 300 mm in height. The heating procedure inside the furnace mainly takes
place by convection and radiation. Joule’s heating heats up the lined heating ele-
ments on the inner side of the walls. Heat radiates from these heating elements and
significantly raises the inside furnace temperature. This heat is then transferred to
the test sample inside the furnace by convection. Uniform heating is ensured inside
the furnace, thus eliminating experimental errors based on inconsistent heating.
Asbestos-lined gloves are used while handling the test sample to and from the
furnace in order to prevent any mishaps and injuries to the handler.

The nozzle bank cooling bay setup cools the mild steel plate, while a set of
thermocouples records the temperatures at various positions. The nozzle bank setup
is shown in Fig. 30.1c. Two nozzle banks, each consisting of twenty nozzle units,
are on both sides of the cooling bay so that both the upward and downward surfaces
of the specimen plate can be sprayed upon at the same time. There are two types of
nozzles: round cross-sectioned full-cone hydraulic nozzles and rectangular
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Fig. 30.1 a Closed chamber type furnace, b furnace control panel, c the nozzle bank setup, d the
air compressor, e the compressed air flow circuit with digital flowmeter, f the test MS plate with
eight thermocouples
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Fig. 30.1 (continued)
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cross-sectioned air mist nozzles. There are 2 rows of hydraulic nozzles, 5 in each
row on both sides of the plate which makes it a total of 20 of them. Similarly, there
are 2 rows of air mist nozzles, 5 in each row on both sides of the plate which makes
it a total of 20 of them too. Air mist and hydraulic nozzles are arranged in alter-
native rows. For any of the air-atomizing or hydraulic nozzles, four nozzles on the
four end positions of the two rows are connected to a common header and the rest
of the six nozzles are connected to another header for each nozzle bank. Headers of
the air-atomizing nozzles have square cross section, and headers of the hydraulic
nozzles have circular cross section. Water is supplied to the headers on both the
sides of the cooling bay from a common pump. Pressurized air from a compressor
comes to the square header leading to the mist spraying nozzles. Supplied air and
water, as at high pressure, get thoroughly mixed in the square header and come out
as mist through the nozzles. If the water supply line to the mist spraying nozzles is
closed, then those nozzles can function as air spraying nozzles and cooling can be
achieved using air only. For the present work, only air cooling has been used.
Heights of the nozzle banks can be adjusted using simple screw and nut mechanism.
So, the distance of the nozzle banks from the specimen plate can be varied to have
different cooling rates. There is a clearance of 45 mm between the nozzle bank and
the specimen plate on any side when the nozzle bank is set at the zero mark on the
scale attached with the setup. On that scale, the distances of the nozzle banks can be
varied from 0 to 140 mm.

Air is first pressurized in a centrifugal compressor driven by a three-phase
induction motor, having a maximum working pressure of 12 kgf/cm2, and then
supplied to the nozzle banks through a simple circuit that is connected to the
upstream compressor line through a ball valve (BV). The circuit contains an air
filter with manually operated regulator, a vortex flow meter (FM) and a pressure
gauge associated with a needle valve to control the pressure setting. There is a 1″
globe valve (GV) to control the flow of air in the line. There is a pilot-operated
diaphragm-type solenoid valve (SV), which is normally closed to regulate the flow
of air. Before entering the headers of the mist spraying nozzles, the air supply line
gets divided into two branches. One branch delivers air to the headers connecting 8
nozzles and the other branch to the headers connecting 12 nozzles. Each branch is
provided with separate ¾″ GVs. Figure 30.1d, e shows the air compressor used in
the experiment and the air flow circuit, respectively.

Water supply comes from an overhead tank and goes into a simplex basket filter
first through a BV. Then, a vertical in-line multistage centrifugal pump pressurizes
the water and delivers it through a pressure gauge, fitted with a needle valve. The
line is divided into a bypass line and main line after that. The bypass line contains a
normally open pilot-operated diaphragm-type SV and a 1″ GV to regulate and
control the water flow. The main line gets divided into two branches after another
filtration. Each of the lines contains a normally closed SV and a flow meter. The
line which has larger diameter goes to the mist spraying nozzles, and the other line
goes to the water spraying nozzles. Both lines are provided with a GV and a
pressure gauge each. Each line again divides into two lines to supply water to the
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headers connecting 8 nozzles and 12 nozzles separately. Globe valves are provided
to control flow in every line to the headers. In the present work, the water supply
line is not used as only air cooling has been studied.

As shown in Fig. 30.1f, a mild steel (MS) plate of 600 mm length, 200 mm
width and 7 mm thickness has been used for the experiment as sample test plate.
Mild steel is readily available in the market and is a perfect laboratory-scale rep-
resentative of industrial steel for experimentation purpose. A plate thickness of
7 mm has been conveniently chosen as this is a rational choice to ensure that both
heating and cooling procedures take place uniformly and not result in different
locations on the plate having different temperatures at a time. The test plate is
replaced with a similar plate after prolonged experimentation so as to ensure that the
change in material property due to repeated heating and cooling, although in minute
quantity, does not affect the actual experimentation.

The system to record the acquired data consists of eight nos. of K-type ther-
mocouples attached along the upper surface of the MS plate, along the length of the
plate and at equal distance from the centre line of the plate and from each other. The
thermocouple positions though systematic are taken at random so as to cover
maximum positions of the MS plate and to determine its temperature in real time.
The average of the eight temperature readings has been taken as the average
temperature. The temperature is recorded in real time using a NI 9211 Input Module
in an NI cRIO that acts as the interface device between the hardware and a host PC.
NI LabVIEW is used as the software platform in the PC for obtaining the experi-
mental data.

30.3 Experimental Procedure

As evident from the system description, there are several interdependent compo-
nents present in the system, all of which are significantly sensitive to external
disturbances. For, e.g. the flow rate in the air circuit is extremely sensitive to any
fluctuations in the compressor speed. Even the thermocouples are to be handled
with care while taking readings, as any slight movement may cause variations in the
reading.

The initialization of the setup starts with switching on the air compressor and
adjusting the air flow rate through the nozzle banks by using the globe valve
attached in the air circuit. The flow rate recorded by the flow meter varies over a
range, and the criteria for stabilization of the flow rate are that the range should be
as small as possible and should be maintained throughout the reading.

Then, the nozzle banks are adjusted to the desired distance from the plate using a
hand-wheel attached to each of the nozzle banks. The final distance from the plate is
checked manually, and a 30-cm measuring scale is used for that purpose. Care is
taken to account for any parallax errors. The stabilization of the air flow rate takes a
significant amount of time. The plate has been kept static however for the whole
experimental procedure, and no water flow or air–water mixture jet is used.
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The heating furnace in the setup can be heated up to a maximum temperature of
1200 °C. Keeping this in mind, as well as in an attempt to finish each reading
within a reasonable period of time, all readings in this study have been taken
starting at an average Ti of 600–605 °C and cooled to an average plate temperature
close to 99 °C.

The temperature data are acquired in real time on a computer, by using an NI
cRIO to transmit the thermocouple data into the computer. On the computer, NI
LabVIEW is used as the software platform to obtain this data. Real-time temper-
ature–time variations are plotted in LabVIEW, and the data are written into a
Microsoft Excel file simultaneously. Since data from eight different thermocouples
are simultaneously available on LabVIEW, an average temperature variation has
also been incorporated into the readings which helps in monitoring the average
plate temperature at the most crucial periods, i.e. while starting the reading from an
approximate average plate temperature of 600 °C and ending it at an average plate
temperature close to 100 °C.

The data obtained in the Excel file are in the form of discrete points of time,
starting from zero, with the corresponding thermocouple temperatures and the
average temperature in adjacent columns. The tool used for analysis of the recorded
data is MATLAB, which has been used for plotting of all the data, as well as for the
optimization process.

In a temperature–time graph, if initial temperature of two (or more) curves is the
same, then to check the curve which is being cooled at a higher rate, one has to
check which of the curves has the lowest temperature at any given time. This
concept can be extended to study long cooling processes, such as the ones in this
study, by calculating and comparing the areas under each curve, up to a fixed time
value. The lower the area, the faster the cooling, given that all curves start at the
same initial temperature.

Since the data are obtained in the form of discrete points, the areas under the
curves were approximated by calculating area of a rectangle with base equal to the
difference in adjacent time values (along the abscissa), and the height as the average
of the two temperature values (along the ordinate) corresponding to the afore-
mentioned time values, and then summing up all of these areas. The total number of
data points was different for different curves owing to the variation in cooling
behaviour; thus, total areas under different curves were calculated up to 50,000 data
points (up to 750 s) only.

The following MATLAB code is used to calculate the approximate areas under
the curves (A), and n was equal to 50,000:

A=0;
for i=1:n-1
ym(i)=0.5*(y(i)+y(i+1));
xm(i)=x(i+1)-x(i);

a(i)=xm(i)*ym(i);
A=A+a(i);
end
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As the objective of the present study is to optimize the parameter values, namely
the air flow rate ‘Q’, the upper nozzle bank distance ‘du’ and the lower nozzle bank
distance ‘dl’ for maximization of cooling rate, A can be used as the optimization
objective function. However, the GA used in this study is capable of only
maximizing the fitness function, whereas our requirement is that of minimization of
A to obtain the highest cooling rate of the ROT. Thus, the fitness function (f) is
defined as,

f ¼ 1=A ð30:1Þ

The ranges of the parameters have been taken as per the available setup speci-
fication. The range for the parameter Q is taken as 4.0–7.0 m3/h. The upper and
lower limits for each of the nozzle bank distance parameters du and dl are taken to
be 50 and 180 mm, respectively. As far as the optimization procedure is concerned,
a number of samples for each generation are required for the process. For the
present case, the number of samples has been taken to be 20. So, for each gener-
ation of the optimization process, the experiment should be done with 20 nos. of
different sets of parameter values in order to find out corresponding values of A and
subsequent values of f using (30.1). The optimization procedure is detailed in the
following subsection.

30.4 Optimization Technique

The binary-coded GA used by Mandal et al. [11] has been adopted here to be used
as the optimization process. GA is a metaheuristic optimization technique inspired
by the process of natural selection that belongs to the larger class of evolutionary
algorithms. Genetic algorithms are commonly used to generate high-quality solu-
tions to optimization and search problems by relying on bio-inspired operators such
as mutation, crossover and selection. It is an iterative process which starts from a
population of randomly generated individuals, known as ‘generation’ in each
iteration. An objective function is used to specify the relation between parameters to
optimize the system, and a value of this function is assigned to every individual,
known as ‘fitness function’. Once the genetic representation of the optimization
problem and the fitness function are defined, a GA proceeds to initialize a popu-
lation of solutions and then to improve it through repetitive application. Each
individual’s fitness is compared with the rest, and the more fitter individuals are
selected from the current population. The rest of the individuals have their fitness
improved, and together, a new generation is formed at the start of the next iteration.
Termination of the process takes place either after a fixed number of generations or
if a certain fitness level is achieved. Here, the system with three parameters is
optimized for a fitness function f given by (30.1) as already mentioned earlier.
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The procedural steps for a GA optimization are:

(I) Initialization: The nature of the optimization problem is studied to determine
the initial population size, generally consisting of infinite number of possible
solutions. It may be generated randomly to include the entire range of pos-
sible solutions or within an estimated range where the solution is likely to be
present. As is already mentioned in the previous section, the sample number
is assigned to be 20. The same numbers of samples are randomly generated
from various combinations of the three available parameters. This marks the
formation of the first generation of samples. Then, the experiment is run for
each set of parameters and the corresponding value of f is calculated. A 10-bit
binary coding system is used here. The ranges of the parameters have already
been mentioned in the previous subsection.

(II) Genetic Operations: The main optimization process is comprised of three
steps, selection, crossover and mutation. After initialization, the next step of
GA optimization is selection. In this step, the parameter sets having higher
fitness values are selected and carried over to the next generation along with
the elimination of the sets with lower fitness values. Next, in the crossover
process, the optimizer modifies some of the sets with best-found fitness
values in a generation and randomly generates new sets of samples which are
closer to the best-found fitness values. Here, a two-point 2-bit crossover is
used with a crossover probability of 0.7 [11]. Afterwards, in the mutation
process, the optimizer generates random samples resembling the genetic
mutation process. The mutation probability used for the current study is fixed
at 0.4 [11]. All these together form the sample set for the new generation.
The experiment and optimization process thereafter continue in a cyclic way
till it reaches the termination conditions.

(III) Termination: The above procedure is continued until a termination criterion
has been reached. Predetermined optimal solution, fixed number of genera-
tions, limit of resource pool, etc., are some of the generally used termination
conditions. Here, a simple termination criterion has been used. If the highest
fitness function value does not get modified for two consecutive generations,
the optimization process is going to be stopped. Also, the maximum number
of generations has been fixed at 20. As far as rigorous experimental proce-
dures are concerned, the choice can be taken to be very much rational.

30.5 Results and Discussion

The values of fitness functions, f, as obtained from the GA predictions, along with
the corresponding values of Q, du and dl in each generation are tabulated in
Tables 30.1, 30.2, 30.3, 30.4 and 30.5.

As is observed in Table 30.1, a random set of fitness values are generated from
experiment with the maximum fitness value of 4.5445E−6 being highlighted in
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Table 30.2 Parameter data
and fitness values for second
generation of GA
optimization

Q (m3/h) du (mm) dl (mm) f (°C−1 s−1)

5.3 114 175 4.5445e−6

6.2 113 174 4.5921e−6

4.5 93 118 3.6514e−6

6.0 53 117 4.9556e−6

6.2 114 57 4.9311e−6

5.3 118 61 2.7812e−6

4.3 126 158 3.1117e−6

5.3 114 175 4.5445e−6

6.9 175 116 4.6542e−6

5.0 55 54 4.8971e−6

5.3 114 175 4.5445e−6

6.7 55 117 4.9708e−6
5.5 91 102 3.4597e−6

5.3 174 173 4.4841e−6

5.3 114 175 4.5445e−6

4.8 116 115 4.5968e−6

6.9 115 55 4.9557e−6

5.3 114 175 4.5445e−6

6.2 174 113 4.5827e−6

4.5 93 118 3.6514e−6

Table 30.1 Parameter data
and fitness values for first
generation of GA
optimization

Q (m3/h) du (mm) dl (mm) f (°C−1 s−1)

4.2 156 108 1.3725e−6

4.7 111 78 2.4410e−6

4.1 168 166 1.3228e−6

6.6 170 174 3.8445e−6

4.2 163 174 1.2967e−6

4.4 122 87 3.4812e−6

5.3 118 61 2.7812e−6

4.1 102 135 2.4316e−6

4.6 85 176 1.6741e−6

5.1 98 142 3.2165e−6

4.0 55 79 1.2162e−6

4.5 93 118 3.6514e−6

6.0 148 150 3.1668e−6

4.5 121 133 2.8215e−6

4.9 111 65 1.3265e−6

4.0 165 175 8.4473e−7

5.6 95 68 3.2456e−6

5.3 114 175 4.5445e−6
4.3 126 158 3.1117e−6

3.9 132 176 1.0741e−6
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bold. This being only the initialization set though, the maximum value can be taken
to be only a random one with no optimization steps still being involved in finding
the same. The set with maximum fitness value from the first generation, as given
above, is carried over to the second generation, as observed in Table 30.2. In fact,
this set is repeated multiple times in the second generation. The ones with lower
fitness values are found to be eliminated in the second generation. Furthermore, the
maximum fitness value gets modified towards betterment on this generation as
highlighted in bold text in Table 30.2. The optimization process continues in the
third generation, where further improvement can be observed. Again, the maximum
fitness value is seen to have increased to 4.9719E−6, while the fittest set of gen-
eration 2 has been repeated multiple times in the third generation. All these values
are shown in Table 30.3. Proceeding to the fourth generation, as seen in Table 30.4,
a lot of repetition of the higher values of f from the previous generation is observed,
and again, a new maximum value of f = 5.1211E−6 is obtained, highlighted in bold
text. In the fifth generation, as per Table 30.5, the fitness value of f = 5.1211E−6 is
repeated several times among the 20 samples while the other fitness values are close
to it but never exceed it. The closest values are also just repetitions of the previous
higher values of f. All the occurrences of f = 5.1211E−6 in the fifth generation are
highlighted in bold text in Table 30.5. This brings us to the termination as per the
termination criteria as the maximum fitness value is not modified in the fifth gen-
eration. The parameter set with the maximum fitness value of this generation can be

Table 30.3 Parameter data
and fitness values for third
generation of GA
optimization

Q (m3/h) du (mm) dl (mm) f (°C−1 s−1)

6.9 115 55 4.9557e−6

5.0 55 55 4.8971e−6

6.0 55 117 4.9556e−6

6.9 115 55 4.9557e−6

6.2 114 57 4.9311e−6

6.7 55 117 4.9708e−6

6.0 55 117 4.9556e−6

6.8 175 55 4.7905e−6

6.7 55 117 4.9708e−6

5.3 114 175 4.5445e−6

6.0 55 117 4.9556e−6

5.0 55 55 4.8971e−6

7.0 115 117 4.8681e−6

6.1 56 55 4.9719e−6
6.9 115 55 4.9557e−6

6.7 55 117 4.9708e−6

4.8 116 115 4.5968e−6

6.2 114 57 4.9311e−6

6.7 55 117 4.9708e−6

6.2 114 57 4.9311e−6
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taken to be the optimized set for achieving highest possible cooling rate of the
laboratory-scale ROT.

A simple statistical analysis of the generated fitness values provides valuable
insight into how the GA is improving upon the previously generated values in each
subsequent generation. Shown in Fig. 30.2 is a plot of the 20 fitness values from
each generation, arranged according to the generation they occur in. Two simple
parameters, the mean and the standard deviation, are calculated for the fitness
values of each generation which become the basis of measuring the improvement in
the fitness values in each generation.

Observing Fig. 30.2 carefully, the fitness values of the first generation appear
very scattered. The thing worth observing is that the standard deviation is of the
same order as the mean, which basically shows the high randomness and variation
in the fitness values of the first generation. This is obvious as the first generation is
only a randomly chosen initialization with optimization steps yet to be involved.

In the plot of the second generation, even by visual inspection the vast
improvement in the fitness values can be observed. The data appear closer together
compared to the first generation. The improvement is more accurately reflected by
the increase in the mean and decrease in the standard deviation values. Both these
trends point towards the elimination of low fitness values of the first generation, as
well as an increase in the frequency of the higher fitness values. The maximum

Table 30.4 Parameter data
and fitness values for fourth
generation of GA
optimization

Q (m3/h) du (mm) dl (mm) f (°C−1 s−1)

6.7 55 117 4.9708e−6

6.0 55 117 4.9556e−6

6.7 55 117 4.9708e−6

7.0 53 55 5.1211e−6
6.1 56 55 4.9719e−6

6.9 115 55 4.9557e−6

6.7 55 117 4.9708e−6

6.1 56 55 4.9719e−6

6.9 115 55 4.9557e−6

6.1 56 55 4.9719e−6

6.9 115 55 4.9557e−6

6.7 55 117 4.9708e−6

6.9 115 55 4.9557e−6

6.7 55 117 4.9708e−6

6.1 56 55 4.9719e−6

6.9 115 55 4.9557e−6

6.1 56 55 4.9719e−6

6.7 55 117 4.9708e−6

6.1 56 55 4.9719e−6

6.7 55 117 4.9708e−6
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Table 30.5 Parameter data and fitness values for fifth generation of GA optimization

Q (m3/h) du (mm) dl (mm) f (°C−1 s−1)

6.1 56 55 4.9719e−6

6.7 55 117 4.9708e−6

7.0 53 55 5.1211e−6
6.1 56 55 4.9719e−6

7.0 53 55 5.1211e−6
6.7 55 117 4.9708e−6

6.1 56 55 4.9719e−6

6.1 56 55 4.9719e−6

7.0 53 55 5.1211e−6
7.0 53 55 5.1211e−6
6.7 55 117 4.9708e−6

7.0 53 55 5.1211e−6
6.7 55 117 4.9708e−6

6.9 115 55 4.9557e−6

7.0 53 55 5.1211e−6
6.7 55 117 4.9708e−6

6.1 56 55 4.9719e−6

7.0 53 55 5.1211e−6
6.9 115 55 4.9557e−6

7.0 53 55 5.1211e−6

Fig. 30.2 Statistical analysis of generation-wise GA predictions
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fitness value has also increased from the previous generation, thus indicating a
significant overall improvement.

The fitness values of the third generation also see an improvement, albeit smaller
compared to the previous improvement. The mean of the fitness values in the third
generation is 4.8988E−6, while the standard deviation is 1.2022E−7. The most
significant improvement is observed in the standard deviation, suggesting that the
higher fitness values from the previous generation are being readily promoted.
Again, the maximum fitness value also increases slightly, thus contributing to an
overall improvement from the previous generation.

Coming to the fourth generation, a slight improvement in both the mean and the
standard deviation is observed. The mean of the fitness values is 4.9725E−6, and
the standard deviation is 3.5806E−8. While the mean increases very slightly over
the previous generation, the standard deviation shows very significant improve-
ment, which can be attributed to the repetition of higher values of fitness function
from the previous generation.

In the fifth generation, while a slight improvement is observed in the mean,
which increases to 5.0297E−6, the standard deviation also increases to 7.5505E−8,
indicating more scatter in the data. This trend, while appearing counter-intuitive,
can be attributed to the randomness of the optimization process. This increase in the
standard deviation is, however, much smaller than the improvement in standard
deviation from the third generation to the fourth generation. Also, since we observe
several repetitions of the previous best-fitted parameter set in this generation, it can
be said that the optimization process has worked well.

Figure 30.3 shows the experimental curves of the actual system. The temporal
temperature variation curve for the MS plate cooled under the air jet has been
plotted for the parameter sets having best fitness values in each generations of the
GA optimization process. As is evident from the plot that marked improvement of
the actual cooling rate has been achieved. So, not only the statistical data, but also

Fig. 30.3 Comparison of best GA predictions in each generation by experimental cooling curves
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the actual experimental curves of the actual system show significant improvement
in cooling rate, thereby proving the applicability of GA optimizer for the case.

On closer inspection of the GA prediction, the GA seems to suggest that either
decreasing the nozzle bank distance or increasing the air flow rate from the nozzle
banks, or both simultaneously, improves the performance of the ROT, i.e. increases
the cooling rate of the MS plate.

These predictions are validated by the experimental plots in Fig. 30.3. On
drawing an imaginary line parallel to the ordinate (temperature axis), passing
through 750 s along the abscissa (time axis), one can clearly observe that the area
under the curve is minimum for the generation 4 curve, which represents the best
prediction of the GA. This in turn justifies the selection of 750 s as the limit for
calculating the areas under different cooling curves and calculating the fitness
function f as inverse of that area from (30.1).

Another rough indicator of the improvement in cooling rates across generations
is observing the time taken by each curve to reach the lower limit of 100 °C. If the
cooling is faster, time taken will be less. This is especially helpful in differentiating
between generation 2 and generation 3 curves, with generation 3 curve taking lesser
time in reaching 100 °C; thus, it cools at a higher rate compared to generation 2.
This is consistent with the GA process, which incurs an improvement in cooling
rate (thus decrease in cooling time) from generation 2 to generation 3. The gen-
eration 4 curve takes the least time to reach 100 °C, as evident from the plot.

30.6 Conclusion

An optimization-based experimental study of a laboratory-scale ROT has been
performed with an objective of maximizing the cooling rate while varying the upper
and lower nozzle bank distances from the heated plate along with the air flow rate.
The optimization has provided suitable improvement in system performance as is
evident from both statistical and experimental plots of results.
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Chapter 31
Experimental and Numerical Study
of Velocity Profile of Air
over an Aerofoil in a Free Wind
Stream in Wind Tunnel

Pringale Kumar Das, Sombuddha Bagchi, Soham Mondal
and Pranibesh Mandal

31.1 Introduction

A substantial amount of research has been performed on aerofoils [1–3] for years. It
is used in the development of aircraft [4], windmills [5], wind turbines and such
machineries operating in flow of air. On the suction side of a first-stage turbine
vane, a study through experimentation was conducted by Ethridge et al. [1] for the
investigation of the film-cooling performance. Dassen et al. [3] performed mea-
surements in wind tunnel. It showed the self-noise of a series of flat plates and
aerofoils with the teeth at the trailing edge of varying planforms and orientations in
order to analyse for the case of more realistic flows and geometries the previously
reported noise reducing potential of serrated trailing edges. Selig et al. [4] inves-
tigated a natural-laminar-flow aerofoil, the NLF (1)-0115, which had been designed
for general-aviation aircraft at the NASA Langley Research Center. Majola [5]
discussed the performance data of the Savonius rotor and established the design
criteria. Angle-of-attack and shape are the predominant factors affecting the lift on
an aerofoil [6]. Unlike cambered aerofoils generating lift at zero angle-of-attack,
most aerofoils require a positive angle-of-attack for generation of lift. The circu-
lation of air in the surroundings of the aerofoil creates curved streamlines due to
which on one side lower pressure is formed and higher pressure on the other
accompanied by a velocity difference, via Bernoulli’s principle, so the flow field
about the aerofoil resulting from this creates higher average velocity on one surface
than on the other [7, 8]. Englar [8] found from experimental observations that 2D
and 3D aerofoils employing nominal blowing demonstrated lift gain double to triple
that of the conventional flapped aerofoil. The analysis for negative angles-of-attack
is seldom performed, but the drag and lift coefficient for such positions are
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important factors as far as tail lift generation of an airplane is concerned [9].
Maybury et al. [9] measured the generation of lift by a bird tail on mounted, frozen
European starlings (Sturnus vulgaris) taking into consideration the variation with
tail spread. The experiment was conducted in a wind tunnel at a typical airspeed
with particular tail angle-of-attack and body for validation of predictions from
current aerodynamic theories modelling tail lift. Boundary layer being yet another
important concept has also been studied for aerofoils and refers to the film of fluid
in the close proximity of a bounding surface where the effects of viscosity are
indicative [10]. Sturm et al. [10] introduced for the detection of reattachment on
aerofoils, the boundary layer after experiencing separation (flow separation, stall), a
sensor concept. Results obtained from the measurements clearly show for all sensor
positions the separation points (zero flow) and even negative flow values (back
flow). Determination of the boundary layer is essential in studies concerning
aerodynamics due to the fact that it helps in further determination of the pressure
and velocity distribution, thereby helping to find out the effect of some object
placed in wind relative to it. As far as experimental aerodynamic studies on
aerofoils are concerned, wind tunnels have been used for a long time to create the
required environment [11–14]. Suitably instrumented models of the object for study
are placed inside wind tunnels for experimentation on aerodynamic forces, pressure
distribution and other aerodynamic characteristics [15–19]. McCroskey et al.
investigated over a wide range of nominally 2D flow conditions with Mach num-
bers and Reynolds numbers ranging up to 0.30 and 4 � 106, respectively, the static
and dynamic characteristics of a fixed-wing supercritical aerofoil along with seven
helicopter sections [13]. The experimental results have shown an important dis-
parity between aerofoils, which usually gets concealed by disparity in wind tunnels,
particularly in steady cases. All tested aerofoils show considerable improvement in
performance over the conventional NACA0012 profile. Generally, it is seen that the
parameters of the unsteady motion turn out to be more decisive than the shape of
the aerofoil in determination of dynamic stall air loads. Roberts [15] described a
semi-empirical theory for the characterization and estimation of the augmentation
and bursting of laminar separation bubbles. This theory used a correlation obtained
experimentally in relating the length of the laminar free shear layer to the free
stream turbulence and a modification of Horton’s method in order to calculate the
properties and reattachment position of the turbulent shear layer. It was used for the
prediction of the advancement of laminar separation bubbles for NACA aerofoils.
Timmer and Van Rooij [16] gave an overview of the design and wind tunnel test
results of the wind turbine dedicated aerofoils developed by Delft University of
Technology. In order to determine the lift, drag and pitching moment coefficients
for various configurations, measurements of surface pressure distributions and wake
profiles were obtained experimentally for a NACA0012 aerofoil by Li et al. [18].
There was an increase in the maximum lift coefficient from 1.37 to 1.74 with a drag
increment at low-to-moderate lift coefficient on addition of a Gurney flap. The
measurements of boundary layer profile were also done by the use of a rake of total
pressure probes at the 90% chord location on the suction side. The effective height
of a Gurney flap is about 2% of chord length, providing highest lift-to-drag ratio
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amongst the configurations invested when compared with the immaculate
NACA0012 aerofoil. In this case, the device remains within the boundary layer.
Albeit the experimental study of aerofoils employed in aircraft [20] is predominant,
the ones employed in automobiles or race cars have also been studied [21]. Alford
et al. [20] performed experiments in a wind tunnel at supersonic and transonic
speeds to determine aerodynamic characteristics of variable-sweep wing aircraft—
configuration. Jasinski and Selig [21] performed a study in a low-speed wind tunnel
through experimentation in determining the flow field effects and performance of
two-element open-wheel race car front wing configurations. Data presentation
included surface pressure data, downstream flow measurements and balance force
measurements by the use of a seven-hole probe. From the results obtained, it can be
concluded that these elementary factors have a significant effect on behaviour of the
downstream flow field and wing performance in the design of race car front wings.

In recent times, the advancement in computational fluid dynamics (CFD)
modelling has reduced the demand for wind tunnel testing [22]. Patel et al. [22]
analysed for NACA6412, NACA4412 and NACA0012 aerofoil sections the lift and
drag forces in a wind turbine blade. PYTHON (x, y) 2.7.9.0 programming was used
to carry out lift and drag force analysis for different parameters. Moreover,
instruments and experimental set-ups require involvement of huge costs and
physically performing an experiment or making a product, thereby having its own
limitations. The same reason explains the reason why is it not always possible to
check every intricate detail or reach very critical locations. Thus, the present
computing power in public domain, simulation has come up as one of the pre-
dominant steps in performing any experiment or in the development of any new
product [23]. However, CFD results are still not completely reliable and wind
tunnels are used to verify CFD predictions because of the accuracy of results
obtained [24]. XFOIL code and Transition SST k-omega model were used by
Gunnel et al. [24] to predict the aerodynamic performance at low Reynolds number.
The results were compared, and CFD results and XFOIL code result were observed
to be compatible with each other until stall angle.

It has been observed that the results from simulation differ considerably from
studies conducted through experimentation owing to the fact that too many
assumptions are made in computational studies [25]. McCroskey [25] obtained for
more than 40 wind tunnels on a single, well-known two-dimensional configuration
a large body of experimental results which was critically investigated and corre-
lated. An assessment was done to figure out the possible sources of inaccuracy for
each facility, and identification of suspected data has been done. From the aggregate
of data, the representative properties of the NACA0012 aerofoil can be identified
over wide ranges of angles-of-attack, Mach number and Reynolds number with
reasonable confidence. Hence, assessment and validation of current or subsequent
results for wind tunnel and evaluation of advanced computational fluid dynamics
code can be done by the use of this synthesized information. However, the fun-
damental characteristics of the data remain the same making the experimental data
essential in getting practical and real-life perspective of velocity profiles of air
flowing over an aerofoil to validate the simulated data to determine the degree of
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accuracy of such results [26–28]. This is the reason behind conducting simulta-
neous experimental [29] and computational studies [30] to be performed to find
velocity profile and various related results. Rubel et al. [26] did a numerical and
experimental investigation of NACA0015 aerofoil at different AoAs for a different
velocity of air by determining the forces at every two degrees from 0° to 180° in a
low-speed wind tunnel. Panigrahi and Mishra [30] used CFD simulations to study
the selection procedure of a convenient aerofoil blade profile for the fan blades for
enhancement in energy efficiency of axial flow mine ventilation fans which is one
of the key aspects for designing mine ventilation fans. Similar comparative studies
have been performed in the field of motorsports [31]. Wordley and Saunders [31]
used numerical methods in developing multi-element wing profiles in agreement
with FSAE rules that generates high-negative lift coefficients. In demonstrating
their performance, a range of full-scale testing data done in wind tunnel was pre-
sented for these designs, both in confinement (free stream) and on the car.

Despite the fact that a substantial amount of the literature is presented in analysis
of aerofoils, the study of conventional aerofoil is predominant amongst them
[32–34]. A NACA0015 aerofoil was studied by Troolin et al. [32] for
Rec = 2.0 � 105 with and without a Gurney flap in a wind tunnel for examining the
flow structure of the wake evolving through time-resolved PIV and correlating this
framework with measurements of the lift coefficient done by time-averaged method.
The second shedding mode was responsible for a significant portion for the overall
increase in lift. This was inferred from comparing the flow around ‘filled’ and
‘open’ flap configurations. McCroskey et al. [34] studied erratic boundary layer
separation and dynamic stall at moderately low Reynolds numbers in incom-
pressible flow. Three different types of stall were produced along with
vortex-shedding phenomenon being predominant feature of each by variation in the
leading-edge geometry of a NACA0012 aerofoil. In most cases, dynamic stall was
found not to emerge from bursting of a laminar separation bubble but with a
breakdown of the turbulent boundary layer, including the leading-edge stall on the
basic NACA0012 profile. An in-depth analysis of unconventional aerofoils is very
scarce. Unconventional aerofoils can be the answer to our need for obtaining a more
aerodynamically efficient aerofoil, and hence, a detailed analysis is necessary [35–
37]. Amitay et al. [36] investigated through a series tests conducted in a wind tunnel
the controlling of flow separation on a non-conventional aerofoil, symmetric in
nature by the use of synthetic (zero net mass flux) jet actuators. Control effec-
tiveness is distinctly different for high and low actuation frequencies, influenced by
the discrepancy in the characteristic timescale of the actuation. Ranzenbach and
Barlow [37] studied a critical aspect concerning the performance of Formula One or
Indy race car front wing through idealization of a negatively cambered
two-dimensional aerofoil operating in ground effect and determination of the flow
field at various heights. The elementary objective of the work is elucidating the
phenomenon of reduction in force for the definitive case of an inverted NACA4412
aerofoil proceeding above ground in still air at high Reynolds number. The
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auxiliary objective was comparing and contrasting the flow field about this aerofoil
in road conditions and when operated in a wind tunnel environment, i.e. when there
is no relative movement between the aerofoil and the ground.

The present study attempts to determine velocity profile over an unconventional
aerofoil, NACA3119 [38] placed in free wind stream over five separate
angles-of-attack inside a wind tunnel which has been validated with the data
obtained from numerical simulation. The aerofoil studied here is not amongst the
standard aerofoils used till date, and more specifically the negative angle-of-attacks
have been taken into considerations. As it can be seen from the nomenclature of the
aerofoil, the maximum camber of the aerofoil as a percentage of the chord length is
3%, considerably higher than the unconventional aerofoils analysed commonly.
This may lead to modification of properties in a manner which may have utilities in
various fields where aerofoils are frequently employed. This is the main motivation
behind the study.

31.2 Experimental Set-up and Procedure

For the experimental part, the aerofoil is schematically shown in Fig. 31.1 and the
set-up is presented in Figs. 31.2 and 31.3. Figure 31.2 shows the model of the
subsonic closed-circuit wind tunnel with the lower test section of dimension 4, 1
and 1 m length, height and width, respectively, and the upper test section of
dimension 3, 4 and 4 m in length, height and breadth, respectively. Figure 31.3
portrays the aerofoil section as placed inside the actual wind tunnel. For the present
study, we have used the lower test section. A wooden asymmetric aerofoil has been
used with 21.9-cm chord length, the leading-edge radius and maximum thickness
being 2.1 and 4.2 cm, respectively. The maximum camber is 0.7 cm occurring at
10% of chord length, at the point A shown in Fig. 31.1. As per the NACA
four-digit nomenclature [38], the cambered aerofoil used can be said to be a
NACA3119 which is not amongst the standard ones. The initial digit of the NACA
nomenclature denotes the maximum camber of the aerofoil as a percentage of the

Fig. 31.1 Aerofoil geometry
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chord length. In the present study, it is found to be 3%, which is considerably
higher than the cambered aerofoils analysed experimentally till date. In general,
high camber aerofoil increases the maximum lift coefficient and minimizes the
stalling speed of aircraft. Greater camber normally generates greater lift at slower
speed. Aircraft having wing design on the basis of cambered aerofoils tend to have
a lower value of stalling speed in comparison with similar aircraft having wing
design on the basis of symmetric aerofoils. The camber is there to extend the range
of AoAs at which the wing can operate. Camber of an aerofoil is varied to increase
its efficiency. While using a cambered aerofoil, the chances of producing a much
higher amount of lift are more as laminar flow can be maintained by air which in
turn changes the static pressures resulting in creation of a pressure difference
between the flow fields which are above and below the wing. Drag will also be
reduced as a uniform motion is maintained by the airflow around the smooth curves
of the wing. The resultant of this phenomenon would be a less turbulent flow
around the trailing edge of the wing, and hence the wing can be pitched upwards
higher without hampering the ability of the aerofoil to create lift. All these aspects
call for wind tunnel experimentation with such an aerofoil section in order to find
out different aerodynamic coefficients. As a primary work, this paper focuses on the
determination of velocity profile around the aerofoil section placed in free stream
with various AoAs. That in turn will allow determination of various aerodynamic
factors in future. The camber can itself cause a pressure distribution for generation
of lift even at zero angle-of-attack. This means lift coefficient at zero angle-of-attack
should be nonzero. The span of the aerofoil being close to the width of the wind
tunnel, the data obtained should be averaged along the mid-line of the structure so
as to minimize the end effects as much as possible. The upper and lower surfaces of
the aerofoil have been marked for grid points at which the experimental data are to

Fig. 31.2 Model of the subsonic closed-circuit wind tunnel (Jadavpur University)
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be taken. Two wooden cylindrical beams help the aerofoil to be held firmly in the
longitudinal direction. The coordinate system has also been shown in Fig. 31.4 with
the x-axis being along the chord and z-axis being along the span, and the height
from the aerofoil surface is denoted as y-axis. The thickness of the aerofoil is
considered to be negligible in order to avoid the small difference in the y-direction
for the upper and lower surfaces. The aerofoil can be rotated about the cylindrical
beam at angles corresponding to multiples of 10° in order to achieve different
AoAs. The free air stream is started over the aerofoil after placing it longitudinally
in the wind tunnel with a free stream velocity v∞. The device used for the flow of
wind within the wind tunnel is an axial flow fan placed inside the tunnel, which is
run by a Siemens make variable speed motor. An ABB make variable frequency
drive is used to change the speed of the motor. Frequency drive range has been
0–50 Hz. Corresponding v∞ variation in the wind tunnel can be achieved in the
range of 0–32 m/s. Wind velocity is measured using a Pitot tube, Spectrum make,
attached to digital differential manometer. The digital manometer is Kimo make
(Model No. CP300-HP), capable of measuring from 0/+10 to −10,000/+10,000 Pa,
as shown in Fig. 31.4. The Pitot tube has been attached to a robotic arm having
three degrees of freedom which helps in moving the Pitot tube to various points as
shown in Fig. 31.3. It is raised and lowered in the y-direction with the help of a
stepper motor whose actions can be controlled from a control panel placed outside
the wind tunnel (Fig. 31.4). The x- and z-axes movement of the same, however, has
been provided manually. For the present study, the aerofoil has been set at five

Fig. 31.3 Test section of the aerofoil along with Pitot tube mounted on the robotic arm
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different angles-of-attack of −20°, −10°, 0°, 10° and 20°, while the free stream
wind velocity has been held constant at 20 m/s for all the cases. Readings have
been taken for three coordinates of z-axis and have been averaged about z = 0
which is the mid-point of the aerofoil in order to take care of any end effects if
available. A total of ten grid points on the x-axis for each z-coordinate have been
taken. At each point, y-axis velocity variation data have been taken at intervals of
10 mm starting from the surface to a height where free stream is found to prevail.

31.3 Numerical Methodology

A rectangular flow domain (4 m � 1 m) is used to simulate a wind tunnel, and an
aerofoil section is placed within it. The aerofoil used is shown in Fig. 31.1 with
dimensions exactly matching the one used for experimental observations detailed in
the previous subsection.

The well-known continuity, momentum and Bernoulli’s equations have been
used for performing the simulation which are given, respectively, by

@q
@t

þr � q~V
� � ¼ 0 ð31:1Þ

Fig. 31.4 Robotic arm controller with digital manometer on top of it
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@ q~V
� �
@t

þr � q~V~V
� � ¼ �rpþr �~sþ q~g ð31:2Þ

where

p static pressure,
~s stress tensor,
q~g body force (gravitational),
~F body force (external) such as that arising from interaction with the discrete

phase.

The stress tensor is given by

~s ¼ l r~V þr~VT
� �� 2

3
~VI
� �� �

ð31:3Þ

A finite volume-based CFD code has been used to perform the required
numerical simulations. A pressure-based solver is chosen as the numerical scheme,
and a steady analysis has been performed. A viscous and turbulent standard k-e
two-equation model has been used with standard wall functions and curvature
corrections. The model constants are Cmu = 0.09; C2−e = 1.92; C1−e = 1.44; TKE
Prandtl no. = 1 and TDR Prandtl no. = 1.3. The solution method is based on the
SIMPLE scheme which provides better and faster convergence results at steady
turbulent models. A least-squares cell-based gradient has been used, and the
momentum, turbulent kinetic energy and turbulence dissipation rate have been
solved using the second-order upwind scheme for more accurate results. The inlet
conditions of the model were set to velocity inlet with a free stream velocity of
20 m/s. The turbulent intensity was limited to 5% and the turbulent viscosity ratio
set to 10. The upper and lower walls of the wind tunnel geometry were set to no-slip
wall condition. The outlet conditions of the model were set to outflow to simulate
the closed-circuit nature of the wind tunnel. The standard initialization has been
done from inlet, and the solution was converged within 1048 iterations with the
total calculation duration of 20 min for all the cases.

‘All Triangles’ based unstructured grid has been used to form the mesh as shown
in Fig. 31.5. The maximum size and face size of element were limited to 0.05 m.
The disfeaturing tolerance was reduced to 1.e−005 m. For more accurate and better
calculations, inflation was performed around the aerofoil geometry. It had a final
layer height of 1.e−05 m and maximum number of layers 50 with a growth rate of
1.5. The total number of nodes and elements was 240,915 and 245,296,
respectively.
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31.4 Results and Discussions

The velocity is observed at various points in the Cartesian coordinate system
consisting of the aerofoil in the XZ plane and the vertical coordinate being the Y-
axis using the manometer. The experimental and numerical results are plotted and
compared. The velocity profile along the Y-axis is calculated from the experimental
data. For five numbers of different angles-of-attack, i.e. 0°, 10°, −10°, 20° and
−20°, the experimental velocity profiles and velocity profile obtained in numerical
simulation have been shown in Figs. 31.6, 31.7, 31.8, 31.9, 31.10, 31.11, 31.12,
31.13, 31.14 and 31.15, while Figs. 31.16, 31.17, 31.18, 31.19, 31.20, 31.21,
31.22, 31.23, 31.24 and 31.25 show corresponding velocity variations with height
from the aerofoil surface both for upper and lower surfaces. For zero or positive

Fig. 31.5 Mesh details for numerical study

Fig. 31.6 Contours of velocity from experimental data for 0° angle-of-attack
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angles-of-attack, separation of boundary layer can be observed at the upper surfaces
near trailing edge, which is obvious from the reversal of flow velocity. It is observed
from Figs. 31.16 and 31.18, that with increase in positive angle-of-attack, the
position of separation moves forward, i.e. towards the leading edge. While the
separation of streamline from the upper surface for zero angle-of-attack occurs at
the ninth channel only as is evident from reversal of velocity for x = 9 in
Fig. 31.16, the same phenomenon starts at the seventh channel, denoted by x = 7
for 10° angle-of-attack in Fig. 31.18. However, in case of very high positive

Fig. 31.7 Contours of velocity from numerical simulation for 0° angle-of-attack

Fig. 31.8 Contours of velocity from experimental data for 10° angle-of-attack
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angle-of-attack of 20° in Fig. 31.22, a small reverse velocity occurs very near to the
leading edge at x = 2, which may be taken to be the first point of separation.
Afterwards, no reverse velocity can be observed. This can be attributed to high
turbulence at the region causing measurement of velocity extremely difficult. So
after the separation very near to the leading edge, the current measurements could
not actually reflect the actual phenomenon due to high turbulence. For zero or
positive angle-of-attack, the lower surface velocity variations have shown no sep-
aration as evident from Figs. 31.17, 31.19 and 31.23, which is normal as far as
aerodynamic behaviour is concerned. As far as negative angles-of-attack are con-
cerned, Figs. 31.21 and 31.25 clearly show separation of streamline near trailing
edge from the lower surface. For both the cases, the flow reversal started from the

Fig. 31.9 Contours of velocity from numerical simulation for 10° angle-of-attack

Fig. 31.10 Contours of velocity from experimental data for −10° angle-of-attack
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fourth channel, but for the latter case in Fig. 31.25, near the trailing edge for x = 9,
the flow reversal could not be observed which may be caused due to high turbu-
lence as is already discussed for high positive angle-of-attack. One interesting
aspect is that for high positive angle-of-attack of 20°, the measurement process
becomes very much unreliable. But for negative angles-of-attack up to −20°, the
experiments show more or less good results matching with theoretical knowledge.
Only at the last channel very near to the trailing edge, the experiment could not
show the flow reversal. So, the same magnitudes of positive and negative
angles-of-attack behave separately as far as upper and lower surface velocity
measurements are concerned. This can be attributed to the asymmetric nature of the
aerofoil, having positive camber. Again, as far as the experimental and numerical

Fig. 31.11 Contours of velocity from numerical simulation for −10° angle-of-attack

Fig. 31.12 Contours of velocity from experimental data for 20° angle-of-attack
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velocity contours are concerned, for each case, the results obtained from the
experiments performed at the closed-circuit wind tunnel and those from numerical
simulations show excellent convergence. Some discrepancies which are visible
from the velocity contours can be ascribed to the working conditions and experi-
mental errors. Moreover, the experimental velocity contours shown in Figs. 31.6,
31.8, 31.10, 31.12 and 31.14 build the platform for more detailed analysis of
aerodynamic coefficient for the aerofoil. It is obvious from Fig. 31.6 that due to
lower velocity near the lower surface, higher pressure will prevail which will cause

Fig. 31.13 Contours of velocity from numerical simulation for 20° angle-of-attack

Fig. 31.14 Contours of velocity from experimental data for −20° angle-of-attack
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a net upward force contributing to lift. In Fig. 31.8, as the angle-of-attack increases,
the difference between the velocities adjacent to upper and lower surfaces gets
increased, thereby resulting in higher lift force. Obviously, the observation con-
forms to known aerodynamic theories of higher lift for higher AoA. However, for
higher angle-of-attack of 20° in Fig. 31.12, the difference in velocities near both the
surfaces is not much prominent. As is already mentioned, due to high turbulence,
the reliability of velocity measurement can be questionable for this case. Also, the
phenomenon can be attributed to stalling, where high turbulence causes reduction in
flow energy, thereby decreasing lift generation. For the negative angles-of-attack as

Fig. 31.15 Contours of velocity from numerical simulation for −20° angle-of-attack

Fig. 31.16 Velocity profile
for the upper surface of
aerofoil for 0° AoA
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depicted in Figs. 31.10 and 31.14, the velocity profile shows higher velocity near
the lower surface, thereby resulting in lower pressure and corresponding downward
lift generation. Also, the phenomenon is more prominent with increase in magni-
tude of AoA, thereby causing higher downward lift generation for the latter case.
With much sophisticated instruments like load cells, the actual lift and drag forces
can be found experimentally, which in turn may provide the lift and drag coeffi-
cient. However, the force determination study is kept as a future scope.

Fig. 31.17 Velocity profile
for the lower surface of
aerofoil for 0° AoA

Fig. 31.18 Velocity profile
for the upper surface of
aerofoil for 10° AoA
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Fig. 31.19 Velocity profile
for the lower surface of
aerofoil for 10° AoA

Fig. 31.20 Velocity profile
for the upper surface of
aerofoil for −10° AoA

Fig. 31.21 Velocity profile
for the lower surface of
aerofoil for −10° AoA
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Fig. 31.22 Velocity profile
for the upper surface of
aerofoil for 20° AoA

Fig. 31.23 Velocity profile
for the lower surface of
aerofoil for 20° AoA

Fig. 31.24 Velocity profile
for the upper surface of
aerofoil for −20° AoA
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31.5 Conclusion

The experimental and numerical results are plotted and compared for five different
angles-of-attack, i.e. 0°, 10°, −10°, 20° and −20°. The velocity profile along the Y-
axis is calculated from the experimental data and observed. The findings obtained
from the experiments performed at the closed-circuit wind tunnel and those from
numerical simulations show admirable convergence, as far as the experimental and
numerical velocity contours are concerned. Boundary layer separation is observed
near the trailing edge for zero or positive angles-of-attack due to reversal of flow
velocity. The position of separation moves towards the leading edge with increase
in angle-of-attack. No separation point is observed for extremely high positive
angles-of-attack due to high turbulence in the region which makes the measurement
of velocity an extremely gruelling task. The streamline separates near trailing edge
from the lower surface with the separation advancing with rise in negative
angle-of-attack. Upward lift force is generated for nonnegative angles-of-attack.
The same magnitudes of positive and negative angles-of-attack behave differently
for upper and lower surfaces, as far as velocity variations are concerned, due to the
asymmetric nature of the aerofoil, having positive camber. The velocity contours
found experimentally primarily allow one to predict the direction lift force gener-
ation and also establish the platform of further determination of aerodynamic force
coefficient and other aerodynamic variables for the unconventional aerofoil section.

Fig. 31.25 Velocity profile
for the lower surface of
aerofoil for −20° AoA
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Chapter 32
Numerical Simulation of Vortex
Shedding from a Cylindrical
Bluff-Body Flame Stabilizer

Sombuddha Bagchi, Sourav Sarkar, Uddalok Sen,
Achintya Mukhopadhyay and Swarnendu Sen

32.1 Introduction

In recent times, NOx emission control has become a primary concern of aerospace
and automobile industries due to the stringency of emission control rules and
regulations. High-temperature combustion is identified as the primary source of
NOx formation. So, often lean combustion is preferred over-rich combustion to
reduce NOx emission. However, lean combustion is susceptible to be unstable and
leads to large-amplitude oscillations, unacceptable noise, and even structural
damage of the combustion systems [1, 2]. Bluff-body flame stabilizers are some-
times installed in practical combustors like ramjet and turbojet afterburner. The
mixing shear layer formed at the downstream of the bluff body helps to stabilize the
flame. However, complex flow patterns behind the wake are observed and it is
identified as one of the classical problems of fluid mechanics as it has several
interesting flow features. Asymmetrical Von Karman vortex shedding pattern at
certain values of Reynolds number is one of the most interesting features in flow
past a cylinder situation. This shedding pattern is intensively studied as it is of
prime importance in bluff-body stabilized combustors. Delhaye et al. [3] simulated
the structure and dynamics of a spatially growing reactive mixing layer. A vortex in
an incompressible flow was defined in terms of the eigenvalues of the symmetric
tensor and anti-symmetric parts of the velocity gradient tensor which arrests the
pressure minimum in a plane at right angles to the vortex axis in high-speed flows
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by Jeong and Hussain [4]. Poszdiech and Grundmann [5] used the spectral element
method for the numerical calculation of fundamental quantities of the 2D flow past
a circular cylinder at Reynolds number between 5 and 250. Wang et al. [6] studied
the proper orthogonal decomposition (POD) analysis of a finite-length cylinder,
which is wall mounted, near wake, and found the relation between the orientation of
the vortex shedding and the coefficients of the POD mode. The flow past a circular
cylinder centrally placed inside a channel was studied by Singha and
Sinhamahapatra [7] using an unstructured collocated grid-based finite volume
method based on the primitive variable formulation. Williamson [8] reviewed the
dynamics of vortex shedding in a cylinder wake. The decreased channel height
resulted in a wake of shorter length and the lateral boundaries present delayed the
shift to an unsteady detached wake flow from a steady attached wake. Zhu et al. [9]
used a hybrid U-RANS/PDF method to study the vortex shedding behind a
bluff-body (triangular) flame stabilizer. Flame stabilization for laminar flow has
been a prime focus of importance by researchers in recent times. Raghavan et al.
[10] have done a considerable amount of work in flame stabilisation. Vortices
generated by flame holding devices in a combustor and interactions between the
flame and vortex in separated CH4–air cross-flow flames anchored behind three
bluff bodies, namely an isosceles triangular cylinder, a square cylinder, and a half
V-gutter. In the reactive flow, the mixing phenomenon was explained using species
velocities’ streamlines of CH4 and O2. From the POD and discrete Fourier trans-
form (DFT) of OH mass fraction data, two separate unstable layers were visible.
The interactions between factors influencing fluid dynamics and chemical kinetics
causing several fluctuating layers in the hydroxyl ion concentrations were illumi-
nated. Many experimental and theoretical studies on laminar boundary layer
non-premixed flames performed over a flat plate have been described [11, 12].
A gaseous fuel was injected through a horizontal porous plate which was kept
parallel to the direction of air stream by Hirano and Kanno [13] and significant
acceleration of the gas stream around the flame zone was observed. Similar work
was performed by Hirano and Kinoshita [14] on flame stabilization over liquid fuel
pool. Gopalakrishnan and Raghavan [15] carried out numerical simulations on
laminar boundary layer flame, which was stabilized by a backward facing step
placed upstream of the fuel injection port. The effects of the step and its position
were analysed. The formation of a recirculation zone behind the step resulted in
increased stability limits. The step height played a less important role as compared
to the step location in affecting the stability characteristic of flames. Peters [16] gave
an outline of flame calculations with reduced mechanisms. Ueda et al. [17] eluci-
dated the effects of gravity on aerodynamic structure of laminar boundary layer
non-premixed flame which was stabilized over a flat plate along with the local
pressure distribution. Ramachandra and Raghunandan [18] experimented by
varying the direction of injected fuel with respect to the direction of the gravita-
tional field and brought to attention the absence of velocity overshoot with fuel
injection in the downward direction. Stability diagrams were drawn out in detail to
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give a description of the stability limits and stabilization regimes by Rohmat et al.
[19] in term of air and fuel flow velocities for different cases in the presence and
absence of impediments of varying dimensions. Chen and T’ien [20] numerically
analysed laminar non-premixed flames, using a 2D model along with a single-step
chemical reaction. Wang et al. [21] used computational techniques to study laminar
non-premixed flames over a plane wall in a two-dimensional field using single-step
reaction chemistry. Along the flame sheet, a sequence of counter-rotating vortices
was observed, which, when powerful enough, crumpled the flame. Shijin et al. [22]
presented a comprehensive numerical study of laminar cross-flow diffusion CH4–air
flames in the presence of a square cylinder and analysed cell Damköhler number,
local equivalence ratio, velocity of the species, and net consumption rate of
methane. It displayed the variations in the locations where the flame was anchored
along with the analysis of unsteadiness in the case of the separated flame. An
extensive investigation of the boundary layer reacting flow has been performed by
Lavid and Berlad [23] over a flat plate, where the supply of fuel is perpendicular to
the air stream. Experimental studies on flame stabilization using a diaphragm were
described [24]. In the past, many attempts have been made to study the mutual
interactions between the vortices and the flame zone in the flow field. Marble [25]
used infinitely fast chemical kinetics to perform analytical calculations. A detailed
report of the physics of a flame sheet roll-up in the occurrence of a single vortex
was given. Along the boundary between a fuel and oxidizer, a horizontal
non-premixed flame was assumed to exist. After the introduction of a vortex at the
origin, analysis of the local flame structure and kinematics of flame extinction were
performed. Karagozian and Marble [26] analysed non-premixed flames in laminar
flow in the incidence of a vortex in a single plane and a stretched line vortex. The
numerical study by Alain and Candel [27] on diffusion flame–vortex interaction
using infinitely fast chemistry assumption validated the results by Marble [25].
Ashurst and Mcmurtry [28] conducted a similar study considering finite rate
chemistry and dynamically incompressible flow for a premixed flame. They dis-
covered the coupling between vortex flow field and chemical heat release. Lewis
et al. [29] studied the mutual interactions between a laminar co-flowing jet flame
and periodic vortical motion experimentally. A loudspeaker was used to acousti-
cally excite the fuel stream to generate periodic vortices. Optical planar imaging
techniques were used to analyse the flame structure infused in the vortical flow. The
interaction of non-premixed flame and vortex shedding was studied by Macaraeg
et al. [30] using numerical investigations and asymptotic analysis. Rolon et al. [31]
studied the interaction of a vortex ring with a counter-flow non-premixed flame in
turbulent flow experimentally. The interaction of the flame with strong vortices
causes flame extinction and a consequent blowout. In contrast, the interaction with a
weaker vortex caused the flame to recover. A bluff body was used by Fan et al. [32]
in a micro-combustor to prolong the blow-off limit. Altay et al. [33] studied the
combustion dynamics of propane–H2 mixtures in an atmospheric pressure, lean,
premixed backward-facing step combustor and varied inlet temperature, the
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equivalence ratio, and fuel composition systematically for determination of the
stability map of the combustor. Barlow et al. [34] measured temperature, the major
reacting species, OH, and NO in steady laminar opposed-flow partially premixed
flames of methane and air, using the non-intrusive techniques of Raman scattering
and laser-induced fluorescence. Mondal et al. [35] experimentally studied a
bluff-body stabilized laboratory-scale pulse combustor to investigate the effects of
different parameters on combustion instability. Sen et al. [36] used an unstructured
grid finite volume method to study the transient, 2D laminar flow past a circular
cylinder with cross- and co-counter injection of methane. The fluctuations of
Strouhal number were observed to study the effect of injection on vortex shedding.
The two injection arrangements were observed to affect the vortex shedding
downstream of the bluff body in distinctly dissimilar manners. Investigation of the
effect of lateral walls on the flow dynamics was performed. The conception of
aperiodic wake structures was deferred by the presence of lateral walls. The walls
promoted better mixing in the wake downstream of the cylinder. The proper
orthogonal decomposition analysis was performed to detect the dominant modes
and their respective entropy contents. Fujii et al. [37] have compared non-reacting
and reacting flows around a bluff-body flame stabilizer for homogeneous propane/
air mixture. Bagchi et al. [38] investigated the laminar flow past a slotted circular
cylinder with cross injection of methane which was compared between two different
concentrations of methane. The contrast between a reacting and non-reacting flow
was also studied in detail [39]. Recently, researchers have been focusing on more
complex aspects of combustion. A detailed study of vortex ring and its interaction
with a flame has been analysed. Bharadwaj et al. [40] studied the characteristics of
non-premixed flame–wall interaction in a reacting vortex ring configuration. Safta
and Madnia [41] performed direct numerical simulations of non-premixed methane
flame–vortex ring interactions. Renard et al. [42] experimentally studied the
interactions of counter-flow flame and a vortex ring. Hermanns et al. [43] conducted
a numerical investigation of a counter-flow non-premixed flame in a flow field and
its interaction with a laminar vortex ring. A computational study was reported by
Mishra et al. [44] of the interaction of convective line vortex with a laminar dif-
fusion flame. The increased area of the interface and diffusion across it caused the
mixing phenomena. Similar trends were reported for a non-reacting flow [45].
A detailed experimental and numerical investigation of a toroidal vortex and its
interaction with a stagnation premixed flame was carried out by Thiesset et al. [46]
with the aim of quantifying the ability of such a vortex to stretch the flame. Stöhr
et al. [47] experimentally studied the interaction of a helical precessing vortex core
(PVC) with turbulent swirl flames in a gas turbine model combustor.

In our present work, transient flow past a circular cylinder has been studied. The
bluff body, i.e. the cylinder, has two slots which are perpendicular to the flow
direction, both of them 180° apart. This arrangement is actually referred to as a
cross-flow arrangement. Methane is injected through the two slots at a particular
velocity. Different comparisons have been drawn for different changes in
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parameters. The injection velocity of methane from the two slots has been varied
along with simultaneous changes in the mass fraction of methane. A qualitative
study has been performed to analyse the different characteristics of combustion. The
motivation of our current study is not to restrain the vortex shedding, but to study
the phenomenon of mixing and have a stable combustion so that the flame does not
wash out and is sustained; i.e., the flame is stabilized by the wake of the bluff body.
A substantial amount of literature in this field is present although none of those are
studied in laminar zone have attempted to stabilize the flame using the current
configuration. The simulations were carried out at a free stream Reynolds number
of 100. Fast Fourier transforms have been done to determine the frequency of
vortex shedding for all the cases.

32.2 Problem Geometry

A rectangular unconfined flow domain (200 mm � 200 mm) is considered and the
slotted cylinder is placed centrally within the flow domain. The maximum diameter
of the cylinder is 6 mm and two diametrically opposite slots which are placed at
right angles to the direction of the flow 180° apart. Schematic of geometry is
presented in Fig. 32.1. In this configuration, the direction of injection velocity of
methane is along the positive and negative y-direction and it is varied from e = 1 to
e = 4 where e denotes the ratio of the injection velocity to that of the free stream
velocity. Simultaneously, the mass fraction of methane is varied from w = 1–0.5 at
steps of 0.25, where w denotes the mass fraction of methane, with dilution being
performed by nitrogen. The free stream Reynolds number of 100 is considered for

Fig. 32.1 Problem geometry and boundary conditions
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the present study. A velocity inlet condition is specified at the inlet, pressure-outlet
condition at the outlet and a specified shear of zero magnitude at the two walls.

32.3 Governing Equations

For incompressible, laminar, 2D transient flow, the following governing equations
have been used:

(i) Continuity:

@q
@t

þr � q~V
� � ¼ 0 ð32:1Þ

(ii) Momentum:

@ q~V
� �
@t

þr � q~V~V
� � ¼ �rpþr �~sþ q~g ð32:2Þ

where s! is the stress tensor, p is the static pressure, q~g is the gravitational body
force, and ~F is any other external body force, for example, which arises from
interaction with the discrete phase.

The stress tensor is given by

~s ¼ l r~V þr~VT� �� 2
3

~VI
� �� �

(iii) Lift coefficient:

The lift coefficient is defined by the following relation

CL ¼ FL
1
2 qU

21D
ð32:3Þ

(iv) Strouhal number:

St ¼ fD
U1

ð32:4Þ
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(v) Energy Equation

@ qEð Þ
@t

þr � ~V qEþ pð Þ� � ¼ r � krTð Þ �
X
j

hjJj þr � ~s~V
� �" #

þ Sh

ð32:5Þ

The energy is given by

E ¼ h� p
q
þ V

2

2

where

h ¼
X
j

Yjhj þ p
q

hj ¼ ZT

Tref

Cp;jdT

The reference temperature was taken to be 298.15 K.

(vi) Species Transport Equation

@ qYið Þ
@t

þr � qV
!
Yi

� 	
¼ �r � Ji þRi þ Si ð32:6Þ

where Ri is a reaction source term and Si represents other source terms, which is
generated from the discrete phase. Generally, N − 1 species equations are solved
for N species. Nitrogen is taken to be the Nth species.

Ji is the diffusion flux of species i

Ji ¼ �qDi;mrYi � DT ;i
rT
T

ð32:7Þ

The laminar finite rate model was used to calculate source term Ri. As gas flows
are laminar in this study, laminar finite rate model is chosen. For a reversible
reaction, the molar rate of generation of a species i in reaction r is given by the
expression

Ri ¼ Cðv00i � v0i) kf ;r
YN
j¼1

C
v0j;r
j;r � kb;r

YN
j¼1

C
v00j;r
j;r

" #
ð32:8Þ

The rate constants are calculated as
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kf ;r ¼ ArT
br e

Er
RT

kb;r ¼ kf ;r=kr

where kr is the equilibrium constant of the rth reaction. A reduced reaction
mechanism with 16 species and 46 reactions was used to model chemistry of the
combustion phenomena [48]. The thermodynamic and transport database files in
FLUENT provide all other data required for calculation of the rate constants.

32.4 Numerical Method and Validation

The finite volume-based CFD code has been used to perform the required numerical
simulations. The laminar viscous model is used as the Reynolds number of the flow
is 100. A least square cell-based scheme is employed for gradient calculations.
SIMPLE scheme is used for pressure–velocity coupling. The pressure-based solver
is chosen as the numerical scheme, and second-order implicit transient solutions are
performed. Second-order upwind schemes are used for spatial discretization of
momentum, species, and energy.

A triangle-based unstructured grid is used for meshing. For better results and
finer meshing around the central region, inflation is carried out with least element
size of 10�7 m having 80 layers and a growth rate of 1.5. Grid independence study
along with time independence is carried out to select the optimum mesh for
non-reacting flow (Table 32.1) and time step (Table 32.2) for simulation. It is

Table 32.1 Strouhal number values at different grid sizes for non-reacting flow

Mesh no. Nodes Elements Strouhal no.

M1 14,328 17,253 0.1711

M2 17,828 22,570 0.1631

M3 18,024 22,361 0.1658

M4 23,029 26,721 0.1651

Table 32.2 Strouhal number values at different time steps

Time step size (s) Strouhal no.

0.1 0.0018

0.01 0.1211

0.001 0.1631

0.0001 0.1652
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carried out by replacing the bluff body by a regular cylinder of the same diameter.
The Reynolds number of the free stream is 100.

Mesh M2 and a time step size of 0.001 are considered to be optimum for
simulation to reduce the computational time without any considerable loss in
accuracy.

The Strouhal number obtained from the temporally fluctuating lift coefficient at
the cylinder surface has been observed and compared with the present literature to
validate the present model for the non-reacting flow (Table 32.3).

Mesh independence study has also been performed for reacting flow. Mesh M2
(Table 32.4) has been selected as the optimum mesh considering both accuracy and
computational time.

Hence, our present model has been successfully validated and optimised for
analysing of the non-reacting and reacting flow.

Table 32.3 Validation study with the present literature

Authors Strouhal number

Braza et al. [49] 0.160

Liu et al. [50] 0.165

Park et al. [51] 0.165

Meneghini et al. [52] 0.165

Shi et al. [53] 0.1640

Ding et al. [54] 0.166

Posdziech and Grundmann [5] 0.1644

Mittal [55] 0.1644

Rajani et al. [56] 0.1569

Li et al. [57] 0.164

Harichandan and Roy [58] 0.161

Sen et al. [36] 0.1634

Present study 0.1631

Table 32.4 Mesh independence study for reacting flow

Mesh Nodes Elements Strouhal number

M3 24,602 30,995 0.183

M2 17,828 22,570 0.183

M1 11,546 13,236 0.140
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32.5 Results and Discussion

The velocity contours of the non-reacting and reacting flow for different cases have
been considered and are presented in Figs. 32.2a, 32.3, 32.4, 32.5, 32.6, 32.7, 32.8,
32.9, 32.10, 32.11, 32.12, and 32.13. As there is no significant change in
momentum and other parameters due to 0.25 mass fraction decrease in methane
from w = 1, the results of non-reacting flow for w = 0.75 have been omitted from
this present study. For e > 1, the velocity contours are observed to oscillate at the
frequency of the time-dependent lift coefficient in Figs. 32.4a, 32.5, 32.6, 32.7,
32.8, 32.9, 32.10, 32.11, 32.12, and 32.13. With increase in e for non-reacting flow,
a larger zone of stagnation has been observed downstream. For reacting flow, a
more compressed Von Karman vortex street has been detected for rise in e.

The vorticity contours of the non-reacting and reacting flow have been delin-
eated and compared in Figs. 32.14a, 32.15, 32.16, 32.17, 32.18, 32.19, 32.20,
32.21, 32.22, 32.23, 32.24, and 32.25. Von Karman vortex street is observed for

Fig. 32.2 a Velocity at e = 1 and w = 1 for non-reacting flow. b Velocity at e = 1 and w = 1 for
reacting flow

Fig. 32.3 a Velocity at e = 1 and w = 0.5 for non-reacting flow. b Velocity at e = 1 and w = 0.5
for reacting flow
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reacting flow at all injection velocities greater than 1 (Figs. 32.16b, 32.17b, 32.18b,
32.19b, 32.20b, 32.21b, 32.23, 32.24, and 32.25). The swirling vortices are sepa-
rated for all non-reacting flows (Figs. 32.14a, 32.15a, 32.16a, 32.17a, 32.18a,
32.19a, 32.20a, and 32.21a), whereas for reacting flows they are attached.

Fig. 32.4 a Velocity at e = 2 and w = 1 for non-reacting flow. b Velocity at e = 2 and w = 1 for
reacting flow

Fig. 32.5 a Velocity at e = 2 and w = 0.5 for non-reacting flow. b Velocity at e = 2 and w = 0.5
for reacting flow

Fig. 32.6 a Velocity at e = 3 and w = 1 for non-reacting flow. b Velocity at e = 3 and w = 1 for
reacting flow
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Fig. 32.7 a Velocity at e = 3 and w = 0.5 for non-reacting flow. b Velocity at e = 3 and w = 0.5
for reacting flow

Fig. 32.8 a Velocity at e = 4 and w = 1 for non-reacting flow. b Velocity at e = 4 and w = 1 for
reacting flow

Fig. 32.9 a Velocity at e = 4 and w = 0.5 for non-reacting flow. b Velocity at e = 4 and w = 0.5
for reacting flow
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No recognisable vortex shedding phenomenon is observed at e = 1 reacting flow
(Figs. 32.14b, 32.15b, and 32.22). This can be attributed to the fact that the com-
bustion suppresses the vortex shedding occurring downstream of the slotted
cylinder. No Von Karman vortex street has been observed for non-reacting flow.

The methane mass fraction contours for the reacting and non-reacting flow have
been outlined and compared below in Figs. 32.26a, 32.27, 32.28, 32.29, 32.30,

Fig. 32.10 Velocity at e = 1 and w = 0.75 for reacting flow

Fig. 32.11 Velocity at e = 2 and w = 0.75 for reacting flow

Fig. 32.12 Velocity at e = 3 and w = 0.75 for reacting flow
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32.31, 32.32, 32.33, 32.34, 32.35, 32.36, and 32.37. The methane contours are
observed to oscillate at the frequency of vortex shedding. The mixing shear layer
downstream of the slotted cylinder has facilitated the mixing of the methane being
injected from the ports.

Fig. 32.13 Velocity at e = 4 and w = 0.75 for reacting flow

Fig. 32.14 a Vorticity at e = 1 and w = 1 for non-reacting flow. b Vorticity at e = 1 and w = 1
for reacting flow

Fig. 32.15 a Vorticity at e = 1 and w = 0.5 for non-reacting flow. b Vorticity at e = 1 and
w = 0.5 for reacting flow
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Fig. 32.16 a Vorticity at e = 2 and w = 1 for non-reacting flow. b Vorticity at e = 2 and w = 1
for reacting flow

Fig. 32.17 a Vorticity at e = 2 and w = 0.5 for non-reacting flow. b Vorticity at e = 2 and
w = 0.5 for reacting flow

Fig. 32.18 a Vorticity at e = 3 and w = 1 for non-reacting flow. b Vorticity at e = 3 and w = 1
for reacting flow

Fig. 32.19 a Vorticity at e = 3 and w = 0.5 for non-reacting flow. b Vorticity at e = 3 and
w = 0.5 for reacting flow
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The temperature contours for the reacting flow are observed and demarcated
below in Figs. 32.38, 32.39, 32.40, 32.41, 32.42, 32.43, 32.44, 32.45, 32.46, 32.47,
32.48, and 32.49. The temperature contours are observed to oscillate along with the
vortex shedding. There is a non-reacting region just downstream of the slotted
cylinder and the reacting test region is present at the outline of the zone where the
vortex shedding takes place.

Fig. 32.20 a Vorticity at e = 4 and w = 1 for non-reacting flow. b Vorticity at e = 4 and w = 1
for reacting flow

Fig. 32.21 a Vorticity at e = 4 and w = 0.5 for non-reacting flow. b Vorticity at e = 4 and
w = 0.5 for reacting flow

Fig. 32.22 Vorticity at e = 1 and w = 0.75 for reacting flow
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The hydroxyl ion contours for reacting flow which represents where the actual
combustion has taken place has been presented below for the different cases in
Figs. 32.50, 32.51, 32.52, 32.53, 32.54, 32.55, 32.56, 32.57, 32.58, 32.59, 32.60
and 32.61. The presence of hydroxyl ion has mainly been observed at the outline of
zone where the vortex shedding phenomenon takes place and it oscillates at the
frequency of vortex shedding. For all of the cases considered, the OH− ion con-
centration is observed to decline with decrease in the mass fraction of methane
(Figs. 32.50, 32.51, 32.52, 32.53, 32.54, 32.55, 32.56, 32.57 and 32.58), except for

Fig. 32.23 Vorticity at e = 2 and w = 0.75 for reacting flow

Fig. 32.24 Vorticity at e = 3 and w = 0.75 for reacting flow

Fig. 32.25 Vorticity at e = 4 and w = 0.75 for reacting flow
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e = 4, where an opposite phenomenon has been observed, i.e. increase in con-
centration of OH− with decrease in methane mass fraction (Figs. 32.59, 32.60 and
32.61). The occurrence can be attributed to the high injection velocity, which
results in better mixing for leaner fuel compositions. From the OH− contours, it has
been observed that no combustion occurs at any e for w = 0.25 (not documented in
this present study).

Fig. 32.26 aMethane at e = 1 and w = 1 for non-reacting flow. bMethane at e = 1 and w = 1 for
reacting flow

Fig. 32.27 aMethane at e = 1 and w = 0.5 for non-reacting flow. bMethane at e = 1 and w = 0.5
for reacting flow

Fig. 32.28 aMethane at e = 2 and w = 1 for non-reacting flow. bMethane at e = 2 and w = 1 for
reacting flow
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The fast Fourier transform plots of the temporally fluctuating lift coefficients for

both reacting and non-reacting flow have been performed using MATLAB and

compared below in Figs. 32.62a, 32.63, 32.64, 32.65, 32.66, 32.67, 32.68, 32.69,
32.70, 32.71, 32.72 and 32.73. It has been observed that for most of the cases, the
amplitude of frequency of lift coefficient is substantially greater for the non-reacting
flow compared to their corresponding reacting flow. This particular observation can

Fig. 32.29 aMethane at e = 2 and w = 0.5 for non-reacting flow. bMethane at e = 2 and w = 0.5
for reacting flow

Fig. 32.30 aMethane at e = 3 and w = 1 for non-reacting flow. bMethane at e = 3 and w = 1 for
reacting flow

Fig. 32.31 aMethane at e = 3 and w = 0.5 for non-reacting flow. bMethane at e = 3 and w = 0.5
for reacting flow
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Fig. 32.32 aMethane at e = 4 and w = 1 for non-reacting flow. bMethane at e = 4 and w = 1 for
reacting flow

Fig. 32.33 aMethane at e = 4 and w = 0.5 for non-reacting flow. bMethane at e = 4 and w = 0.5
for reacting flow

Fig. 32.34 Methane at e = 1 and w = 0.75 for reacting flow
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be due to the expansion of the gases after combustion, which causes decrease in
pressure around the bluff body, which in turn minimises the lift coefficient.
However, for e = 3 and w = 0.5 a high peak has been observed for the reacting flow
which is considerably higher than its corresponding non-reacting flow as shown in
Fig. 32.67a, b. Similarly, for e = 4 and w = 0.5, the frequency amplitude of

Fig. 32.36 Methane at e = 3 and w = 0.75 for reacting flow

Fig. 32.37 Methane at e = 4 and w = 0.75 for reacting flow

Fig. 32.35 Methane at e = 2 and w = 0.75 for reacting flow
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reacting flow is observed to be of same order as that of its corresponding
non-reacting flow as shown in Fig. 32.69a, b. The frequency amplitude of majority
of the cases of reacting flow is observed to be negligible. For reacting flow
occurring at e = 1 (Figs. 32.62b and 32.63b), i.e. injection velocity equal to free
stream velocity, no recognisable sharp peak of the frequency of oscillating lift

Fig. 32.38 Temperature at e = 1 and w = 1

Fig. 32.39 Temperature at e = 1 and w = 0.75

Fig. 32.40 Temperature at e = 1 and w = 0.5
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coefficient has been observed, thereby indicating negligible and highly suppressed
vortex shedding phenomena.

Since for e = 3 and w = 0.5, the peak of amplitude of the reacting flow from the
fast Fourier transform plots has been observed to be substantially higher from its
corresponding non-reacting flow, and the transient variations of the vorticity

Fig. 32.42 Temperature at e = 2 and w = 0.75

Fig. 32.43 Temperature at e = 2 and w = 0.5

Fig. 32.41 Temperature at e = 2 and w = 1
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contours have been scrutinised with minute variations in time as shown in
Figs. 32.74 and 32.75.

For the non-reacting flow, the vortex shedding is observed to be in 2P mode, i.e.
2 pairs of counter-rotating vortices shed per cycle, while for the reacting flow, the
vortex shedding is in normal 2S mode, i.e. two single vortices coming off each
cycle.

Fig. 32.44 Temperature at e = 3 and w = 1

Fig. 32.45 Temperature at e = 3 and w = 0.75

Fig. 32.46 Temperature at e = 3 and w = 0.5
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Fig. 32.47 Temperature at e = 4 and w = 1

Fig. 32.48 Temperature at e = 4 and w = 0.75

Fig. 32.49 Temperature at e = 4 and w = 0.5
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Fig. 32.50 Hydroxyl ion at e = 1 and w = 1

Fig. 32.51 Hydroxyl ion at e = 1 and w = 0.75

Fig. 32.52 Hydroxyl ion at e = 1 and w = 0.5

Fig. 32.53 Hydroxyl ion at e = 2 and w = 1
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Fig. 32.54 Hydroxyl ion at e = 2 and w = 0.75

Fig. 32.55 Hydroxyl ion at e = 2 and w = 0.5

Fig. 32.56 Hydroxyl ion at e = 3 and w = 1

Fig. 32.57 Hydroxyl ion at e = 3 and w = 0.75
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Fig. 32.58 Hydroxyl ion at e = 3 and w = 0.5

Fig. 32.59 Hydroxyl ion at e = 4 and w = 1

Fig. 32.60 Hydroxyl ion at e = 4 and w = 0.75
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Fig. 32.61 Hydroxyl ion at e = 4 and w = 0.5

Fig. 32.62 a FFT plot for e = 1 and w = 1 for non-reacting flow. b FFT plot at e = 1 and w = 1
for reacting flow
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32.6 Conclusion

The combustion and fluid mechanics for flow around a slotted cylinder with
cross-flow methane injection have been studied in detail. Different parameters have
been altered and its effect on combustion and fluid mechanics has been observed.
For reacting flow, the flame is anchored right in front of the cylinder for all injection

Fig. 32.63 a FFT plot for e = 1 and w = 0.5 for non-reacting flow. b FFT plot at e = 1 and
w = 0.5 for reacting flow
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velocity and methane mass fraction variations except for w = 0.25. The different
contours of velocity, temperature, methane mass fraction, and OH− mass fraction
oscillate at the frequency of vortex shedding. The contours become more com-
pacted in case of reacting flow with increase in injection velocity.

The swirling vortices from the Von Karman vortex street downstream of the
cylinder are separated in case of the non-reacting flow due to wake instability.

Fig. 32.64 a FFT plot for e = 2 and w = 1 for non-reacting flow. b FFT plot at e = 2 and w = 1
for reacting flow
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There is a significantly better mixing after the combustion has taken place which is
evident from the attached eddies constantly shed from either side of the bluff body.

From the power spectral density plots for reacting flow occurring at e = 1, i.e.
injection velocity equal to free stream velocity, no sharp peak of the frequency of
oscillating lift coefficient is extant, thereby indicating negligible and highly

Fig. 32.65 a FFT plot for e = 2 and w = 0.5 for non-reacting flow. b FFT plot at e = 2 and
w = 0.5 for reacting flow
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suppressed vortex shedding phenomena. For non-reacting flow, there is sharp peak
of amplitude of lift coefficient at e = 1; however with increase in injection velocity,
there are multiple peaks with no unique dominant frequency of vortex shedding.
There is a change in vortex shedding phenomena in case of e = 3 and w = 0.5 from

Fig. 32.66 a FFT plot for e = 3 and w = 1 for non-reacting flow. b FFT plot at e = 3 and w = 1
for reacting flow
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non-reacting to reacting flow, as the 2P mode of vortex shedding transforms to 2S
mode. Moreover, there is marked increase in the amplitude of lift coefficient. For
the reacting flow, there is a decline in amplitude with increase in methane mass
fraction from w = 0.5 to w = 1.

Fig. 32.67 a FFT plot for e = 3 and w = 0.5 for non-reacting flow. b FFT plot at e = 3 and
w = 0.5 for reacting flow
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Fig. 32.68 a FFT plot for e = 4 and w = 1 for non-reacting flow. b FFT plot at e = 4 and w = 1
for reacting flow
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Fig. 32.69 a FFT plot for e = 4 and w = 0.5 for non-reacting flow. b FFT plot at e = 4 and
w = 0.5 for reacting flow

Fig. 32.70 FFT plot for e = 1 and w = 0.75 for reacting flow
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Fig. 32.71 FFT plot at e = 2 and w = 0.75 for reacting flow

Fig. 32.72 FFT plot for e = 3 and w = 0.75 for reacting flow

Fig. 32.73 FFT plot at e = 4 and w = 0.75 for reacting flow
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(a) t=0.005s (b) t=0.010s (c) t=0.015s

(d) t=0.020s                               (e) t=0.025s (f) t=0.030s

(g) t=0.035s (h) t=0.040s (i) t=0.045s

(j) t=0.050s (k) t=0.055s (l) t=0.060s

(m) t=0.065s (n) t=0.070s (o) t=0.075s

Fig. 32.74 Transient variations of vorticity contours for non-reacting flow at e = 3 and w = 0.5
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Chapter 33
Entrepreneurial Culture-Driven
Improvement of Technical Facets
for Product Quality and Customer
Satisfaction

Sudeshna Roy, Nipu Modak and Pranab K. Dan

33.1 Introduction

Globalization leads the firms towards an international competitive environment.
This environment causes them to adopt new and innovative strategies for industrial
sustainability [1]. New product development (NPD) is one of those activities
essential for developing innovative products to achieve success in global compe-
tition. The successful development of new product is one of those vital strategies
which are critically challenging for management [2]. Development of new products
as per customer requirements within the estimated budget can provide competitive
advantage to the company. Researchers over the past few decades identified the
factors which are critical to success for NPD which are famously known as critical
success factors [3]. Previous studies recognized technology [4–6], research and
development [7, 8], market analysis [9, 10], managerial support [11, 12] as widely
used success factors for NPD success. The interactions of these success factors are
equally important to develop a comprehensive idea about their impacts on NPD
activities. Sadeghi et al. [13], Akgün et al. [14] and Sun and Wing [15] have
highlighted several common success factors which are critical for NPD success.

Innovation and entrepreneurial culture (EC) have become an inseparable entity
for industrial growth in a highly competitive market scenario [16]. Entrepreneurial
culture of a firm is the propensity to welcome innovative and novel ideas to develop
new products. It is the most promising factor of the firms to achieve success in the
competitive market environment. Risk-taking tendency of the firm helps to accept
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the unidentified substances with proper strategy and tact [17]. Entrepreneurial
culture enhances knowledge-based capital, such as human capital, social capital and
organizational capital, and helps in improving the NPD activities. This culture is
also related to organizational factors (OFs), system integration (SI) and financial
resources (FRs) which are considered as crucial variables to control NPD activities.
Organizational factors can be defined by the determinants like organizational
structure, organizational culture, firm life cycle, size of organization, up-to-
datedness [13]. Entrepreneurial culture of the firm encourages these organizational
factors and reconstructs them as required for the sake of NPD. Similarly, entre-
preneurial culture offers accumulation of resources of various functional groups for
efficient development of innovative products. This incorporation can be addressed
as system integration. This integration refers to assimilation of ideas, knowledge,
internal and external capabilities [18]. Product advantage is inseparably associated
with product meaningfulness along with innovativeness and superiority of products.
Availability of resources ensures the attainment of quality products with competi-
tive advantage [19]. Financial resources are one of the essential components which
must be specially treated for NPD success. Entrepreneurial culture promotes opti-
mal usage of financial resources for NPD success. The constant change in the
market changes the technology itself. Escalation of entrepreneurial culture
encourages organizational factors, system integration and financial resources which
also offer technical upgradation of the firm. Technical improvement has become
necessary to sustain in the global competition. Understanding of new leading-edge
technology is highly recommended for attaining technical improvements and
making them feasible for the implementation [5]. The ultimate aim of the firm is
achieving higher profit through successful NPD. The rapid changes in customers’
preferences make volatile business environment which reduces the chance of
success [20]. Development of quality products escalates operational effectiveness of
a firm’s NPD activities that can persuade the customers’ expectations [21].
A comprehensive framework considering entrepreneurial culture along with the
entrepreneurial culture-driven associated variables for better NPD performance
practically remains untouched. The drivers and their antecedents for both input and
output variables are rarely been addressed in a single model. The scarcity of
higher-order model depicting the intermediate factor controlling the NPD success is
clearly identified. Considering these serious research gaps, this study enquires a few
vital questions which need to be answered. These research questions are: (1) what is
the role of entrepreneurial culture for technical improvements to attain NPD suc-
cess? (2) What are the intermediate factors driven by entrepreneurial culture to
enhance technical improvements and how they impacted on? (3) What are the
antecedents of entrepreneurial culture and related constructs including technical
improvements? (4) What are the key performance outcomes that measure NPD
success? The responses of these questions able to draw significant inferences which
help the organization to understand the necessity of these constructs and make them
developing required support system and providing suitable environment to imple-
ment these practices.
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The objective of this study is to develop a higher-order model to realize the impact
of entrepreneurial culture on technical improvements cascaded through intermediate
variables such as organizational factors, system integration and financial resources to
achieve NPD success. The contribution of this research, at first, is the identification of
entrepreneurial culture-driven factors as well as their antecedents to draw their impact
on technical improvements. These antecedents of entrepreneurial culture and its
associated factors are collated from the available literatures and also from primary
responses obtained from manufacturing experts in the form of opinion and views.
Second, recognition of the role of technical improvements is critically linked with
entrepreneurial culture for NPD success. Themanifests of technical improvements are
also been identified. The third contribution is in associating the product quality and
customer satisfaction as performance outcome to quantify the NPD success and
thereby portraying cascading interactionmechanismof entrepreneurial culture toNPS
success. Finally, this empirical research draws responses from small- and
medium-sized enterprises (SMEs) of Indian manufacturing industries for analysing
the developed linkage framework which contributes an additional novelty.

This paper is clustered as follows: the very next section is theoretical back-
ground; it provides a brief description of the background to develop this conceptual
framework of the entrepreneurial culture and associated constructs along with the
technical improvements and success measures such as product quality and customer
satisfaction. It also incorporates the path model showing the linkage of constructs to
achieve NPD success. Research methodology, the third section, includes research
objectives, methodology of data analysis, data collection methods and profiles of
Indian manufacturing companies involved in this empirical research. Results and
discussions section comprises of analysis of measurement validity, results and
discussion of measurement model, results and discussion of structural model for
hypotheses testing and formation of SEM model using IBM SPSS Amos 21.0
software packages. Lastly, conclusion section explains theoretical contribution of
this study along with the managerial implications depicting their opinion accom-
panied by the limitations of this research.

33.2 Theoretical Background

Attainment of industrial success requires technological expansion for achieving
manufacturing advancement to provide world-class system [22]. This advancement
can be achieved not only through modification of existing products but it requires
the introduction of new products to fulfil customer demands. Identification of
factors critical for NPD success must be identified to emphasize their implemen-
tation in practical field to make the success feasible. Among various success factors,
entrepreneurial culture is one of the most discussed variants which have become
mostly essential to promote new ideas inevitable for sustaining in the global
competition. Assimilation of all constituents related to entrepreneurial culture
contributes to NPD success through exploring technical advancements for
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developing quality products as per customers’ requirements. A brief theoretical
background helps in developing hypotheses relating to the constructs and their
effects on NPD success for better performance.

33.2.1 Hypotheses Development

This study focuses on entrepreneurial culture for technical advancement which
leads towards the development of quality products as well as achievement of
customer satisfaction. To make the study comprehensive, the factors related to
entrepreneurial culture are identified and their effect on technical advancement is
acknowledged. Control of entrepreneurial culture on technical advancement cas-
caded through its associated variables for NPD success is discussed in this section
which helps in hypotheses development for elucidating their standalone relationship
for NPD success.

33.2.1.1 Impact of Entrepreneurial Culture on Technical
Improvements

Entrepreneurial culture is a practice to salute the novel ideas succeeded by inno-
vation. Innovative product development shapes the fresh ideas into new products
which can be proved as a milestone in the history of the company. But it is also
associated by the uncertainty of failure to develop the targeted product as per the
customers’ requirements. This risk-taking capability of a firm directly impacts on
firm’s growth rate which can be achieved through entrepreneurial orientation to
accept the unpredictable substances strategically and tactfully [17, 23]. This culture
of developing something innovative is the resultant of continuous support and effort
of top managers for influencing risk-taking behaviour of the firm in developing new
products essential for growth. The culture acquaintances manufacturing capabilities
to the market need to enrich the organizational performance [24]. This adds the
potentiality of the firm to generate new knowledge by adding tangible values [25].
With due support of top management, entrepreneurial culture enriches the organi-
zational factors like organizational structure, organizational culture, up-to-datedness
which in turn encourages NPD success of the firm [13]. This practice helps in
developing organizational vision accompanied by mission, strategy, learning,
knowledge sharing, technological competitiveness to explore innovate ideas and
escalate innovation capability of the firm [26–28]. Identification of constituents of
organizational factors motivated by entrepreneurial culture is essential for technical
improvements for NPD success. Entrepreneurial culture also involves in system
integration which is the incorporation of all the resources of various functional
groups within the organization to innovative product development. The product
development requires various kinds of resources, and depending upon the resources,
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the integration category differs. Resources are segmented in tangible and intangible
categories, among which intangible ones are emphasized as they are often being
neglected. Among intangible assets, knowledge is one of the very essential ones for
NPD. Both internal and external knowledge is welcomed to achieve competitive
advantage to sustain in the global market [29, 30]. Integration of internal capabilities
such as various functional groups working together and the external relations like
supplier and customer involvement are equally imperative for NPD success [31].
NPD process possesses various stages such as idea generation, screening, imple-
mentation, and from the very early stage, the processes should be performed con-
currently. These phases must be changed concurrently as times passes [32]. In
practical field, there are various types of integration required for successful com-
pletion of NPD. Integration of cross-functional teams, integration of R&D activities,
integration in system level and production level [33], and integration in the manu-
facturing systems [34] are the common practices each firm should be aware of.
Though essentiality of entrepreneurial culture is unavoidable, the financial support is
one of the vital constructs for achieving technical developments. Financial uncer-
tainties can hamper the NPD activities irrespective of availability of all other
resources [19]. Entrepreneurial culture develops the practice of utilizing financial
resources for technical improvements to develop new products without compro-
mising the quality to achieve customer satisfaction. Along with financial resources,
escalation of organizational factors and integration of various systems associated
with NPD activities motivate strategic orientation of the firm ensuring technological
developments through correlating time, costs, quality, people and organization for
better innovative product development activity. From the above discussions, it can
be stated that the entrepreneurial culture drives three variables such as organizational
factors, system integration and financial resources. The combined effect of these
three factors enriches technical improvements which in turn cascaded from entre-
preneurial culture. From this, the inferences can be drawn:

Hypothesis 1a (H1a) An effort of entrepreneurial culture escalates the organiza-
tional factors.

Hypothesis 1b (H1b) A better entrepreneurial culture enriches system integration
among several functions of the firm.

Hypothesis 1c (H1c) Entrepreneurial culture encourages proper appliance of
financial resources for NPD success.

Hypothesis 2 (H2) Organizational factors positively encourage the technical
improvements and help in NPD.

Hypothesis 3 (H3) An effort of system integration escalates the technical
improvements of the firm.

Hypothesis 4 (H4) Availability of adequate financial resources helps in technical
developments essential for the betterment of NPD.
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33.2.1.2 Impact of Technical Improvements on NPD Success

Technology advancement helps in developing innovative products by utilizing
updated technologies leading towards firm’s success providing competitive advan-
tages [5]. Technical improvements provide additional high-tech features to firms
which help them to develop products with updated distinctiveness essential to achieve
success. Technological uncertainty is often treated as a control variable of NPDwhich
signifies that the advanced technological support increases the probability of firm’s
success by effective NPD [35]. As previously discussed, entrepreneurial culture and
its associated variables such as organizational factors, system integration andfinancial
resources motivate technical facets such as usage of computer-aided design,
computer-aided manufacturing, group technology, lean manufacturing, flexible
manufacturingwhich in turn escalate NPD success of the firm. There are various types
of outcome performances to measure the NPD success. Mainly, qualitative and
quantitative criteria are used to measure the outcome of the firm. Quantitative criteria
cover all the parameters which can be measured in numbers such as return on
investments, profitability, cost reduction, number of customers and many more. In
case of qualitative criteria, these cannot be directlymeasured in numbers like customer
satisfaction, customer loyalty, ability to change alongwith the changing environment,
product quality and organizational reputation [36]. This study considers product
quality and customer satisfaction as the success measure to quantify the NPD success.
This discussion helps to draw the hypotheses such as:

Hypothesis 5a (H5a) Technical facets improve in developing high-quality new
products facilitating the updated technologies to achieve NPD success.

Hypothesis 5b (H5b) Technical facets provide better customer satisfaction by
developing new products as per their requirements.

This theoretical background assists in comprehensive framework development
by using the above-discussed constructs exploring the set hypotheses that examine
the effect of driver (i.e. entrepreneurial culture) and outcome (i.e. product quality
and customer satisfaction) cascaded through organizational factors, system

Fig. 33.1 Path model of constructs depicting the effect of entrepreneurial culture on technical
improvements cascaded through its associated variables for NPD success
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integration and financial resources. Figure 33.1 depicts the path model entrepre-
neurial culture and its associated variables to control technical improvements
essential for NPD success.

33.3 Research Methodology

33.3.1 Research Objectives

Identifying the importance of NPD for firm’s success and sustainability, this study
investigates the firm’s entrepreneurial culture for technical improvements to achieve
NPD success by providing quality products and achieving customer satisfaction.
The effect of entrepreneurial culture is cascaded through organizational factors,
system integration and financial resources to positively influence the technical
improvements within NPD framework in Indian scenario. As per our knowledge,
this effort is one of the few approaches that investigate the interrelationship of
entrepreneurial culture on organizational factors, system integration and financial
resources which in turn escalate technical improvements for NPD success quanti-
fied by the quality of the newly developed products and customer satisfaction.

33.3.2 Methodology

Structural equation modelling (SEM) is a methodology for representing, estimating
and testing a theoretical network of (mostly) linear relations between variables [37].
These variables are latent constructs and manifest variables among which latent
constructs cannot be measured directly, but be quantified by measuring the manifest
variables or the measured variables. SEM is a statistical approach for analysing
hypotheses depicting the relations among latent constructs on the basis of the
available researches and primary data collected from industrial experts [38]. This
approach is used here to build the relationship among entrepreneurial culture and
technical improvements linked through organizational factors, system integration
and financial resources for NPD success. This empirical study accumulates primary
data from NPD personnel and managers of Indian manufacturing industries for
realizing the practical impression. Cronbach’s alpha (a) reliability testing has been
performed for checking the reliability and internal consistency of the collected data.

33.3.3 Data Collection

In this research, data have been collected from 76 manufacturing experts of Indian
companies. A semi-structured questionnaire has been developed which is
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segmented in importance and implementation of the manifest variables of the latent
constructs to realize their impact in practical scenario. Mostly, directors, vice
presidents and managers of design and development departments are considered as
right persons to be questioned as their valuable knowledge and work experience are
helpful and highly dependable for future analysis and implications. Data accumu-
lation has been performed maximum by visiting and direct interviewing, few over
telephonic interviews and e-mails sharing. The profiles of companies participated in
this survey work have been enlisted in Table 33.1.

33.4 Results and Discussions

33.4.1 Analysis of Measurement Validity

A thorough data survey has been performed in Indian manufacturing industries as
per the questionnaire. The constructs are associated with their respective manifests
which are again segmented in two sections as importance to adopt the manifests for
developing the practice of the related latent constructs and another is a degree of
implementation of the manifests in the practical scenario for emerging the entre-
preneurial culture. A 7-point Likert scale is used to quantify the degree of

Table 33.1 Composition of
samples participated in survey

Firm-level characteristics Frequency

Industry -

Fabrication 13

Electrical equipment 10

Industrial valves 10

Textile machineries 9

Firefighting equipment 9

Hydraulics and pneumatic 6

Burners and heaters 6

Material handling equipment 6

Cell and battery 3

R&D sectors 2

Air ventilators 2

Total number of respondents 76

Firm size (number of employees)
<25
26–100
>100

-
36
18
22

Annual turnover (in crore)
>1
1–5
<5

-
27
38
11
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importance and implementation of the indicators as per the experts’ opinion. In case
of importance, 1 denotes strongly disagree and 7 denotes strongly agree about the
importance of the indicators, whereas in case of implementation, 1 denotes very low
and 7 denotes very high degree of implementation and same in the case of the NPD
success. Respondents are given full freedom to contribute their very own opinion
about the manifests they have faced to measure the latent constructs in the practical
situation but they are not provided in the given list. This practice adds an extra
novelty to this research by accumulating compactness. Composite reliability (CR),
average variance extracted (AVE) and Cronbach’s alpha reliability testing have
been performed to test the reliability of the survey data by using IBM SPSS Amos
21.0 software. This portrays the reliability as well as internal consistency of the
survey data. The CR values greater than 0.5 are considered as highly reliable,
whereas its values in between 0.3 and 0.5 are moderate. For AVE, values greater
than 0.5 indicate the reliability. In case of a, values should be either greater or equal
to 0.8, is treated as reliable one and can be further used for analysis purpose
[39, 40]. The standardized regression weights (SRWs) of the indicators of latent
constructs along with reliability indices (CR, AVE and a) have been listed in
Table 33.2. The interrelationship of EC with technical improvements for devel-
oping high-quality new products for customer satisfaction is structured model using
IBM SPSS Amos 21.0 software packages.

33.4.2 Measurement Model

Confirmatory factor analysis has been performed for estimating the model fit.
Estimation of path values for analysing the model fitness is the most vital stage of
SEM analysis. Besides, evaluation of model fitness can also be performed by using
multiple methods such as chi-square including degree of freedom [41], goodness of
fit (GFI), adjusted goodness-of-fit (AGFI) and root mean square of error approxi-
mation (RMSEA) [42, 43]. Performing the fitness tests, it can be depicted that the
model fitting values are within the desired range as v2 = 408.159, degrees of
freedom = 246, v2/degrees of freedom = 1.659, RMSEA = 0.050, GFI = 0.904,
AGFI = 0.892 [44]. The SRWs of the manifest variables range from 0.46 to 0.97 as
listed in Table 33.2. Values of reliability indices which are CR and AVE range
from 0.69 to 0.84 and 0.49 to 0.63 mostly greater than 0.5 as standard estimated
values and values of a range from 0.724 to 0.892 mostly greater than 0.8, repre-
senting the satisfactory data reliability for future analysis.

The development of measurement model performs confirmatory factor analysis
to validate the occurrence of the manifest variables on their respective latent con-
struct. Manifest variables are identified from the available literatures and also from
experts’ opinion from manufacturing sectors of India. They have pointed out the
degree of importance and implementation of the manifests with respect to the latent
variables which helps in analysing their impact in measurement. In case of entre-
preneurial culture, the measured variables that have been identified which help in
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Table 33.2 Constructs and indicators including reliability indices and path estimates

Constructs and manifests including reliability indices of
constructs of both success factors and success measures

Standardized regression
weights (SRWs)

1. Entrepreneurial culture (EC)
[CR = 0.69; AVE = 0.49; a = 0.724]

–

m1: Risk-taking capability 0.80

m2: New product development culture 0.89

m3: Technological leadership for R&D and innovation 0.93

m4: Development of many new lines of products 0.72

m5: Initiative actions 0.77

m6: First to market 0.48

m7: Highly competitive approach 0.78

m8: Productivity for high-risk projects 0.70

m9: Bold and wide-ranging acts 0.69

m10: Exploration of opportunities 0.76

2. Organizational factors (OFs)
[CR = 0.84; AVE = 0.63; a = 0.892]

m11: Responsiveness to change 0.94

m12: Availability of qualified human resources 0.63

m13: Availability of production resources 0.76

m14: In-house development of technology 0.96

m15: Involvement of project leaders 0.92

m16: Focus on core competency areas 0.46

3. System integration (SI)
[CR = 0.72; AVE = 0.50; a = 0.793]

–

m17: Availability of formal department 0.47

m18: Possession of experienced engineers 0.53

m19: Availability of middle management to handle system
integration

0.78

m20: Necessity of a product manager 0.65

4. Financial resources (FRs)
[CR = 0.70; AVE = 0.50; a = 0.799]

–

m21: Available funds for product development 0.82

m22: Funds for R&D 0.73

m23: Funds for marketing 0.77

5. Technical improvements (TIs)
[CR = 0.73; AVE = 0.51; a = 0.801]

–

m24: Investment to upgrade technological infrastructure 0.88

m25: Technology forecasting 0.63

m26: Usage of CAD/CAM 0.84

m27: Group technology 0.82

m28: Lean manufacturing 0.90

m29: Flexible manufacturing 0.82
(continued)
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quantifying the construct are risk-taking capability to achieve something that is
uncertain (m1), new product development culture (m2), technological leadership for
R&D and innovation (m3), development of many new lines of products (m4),
initiative actions to which competitors then respond (m5), first to market (m6), i.e.
the introduction of new products/services/techniques/technologies, highly compet-
itive approach (m7), productivity for high-risk projects (m8), bold and wide-ranging
acts to achieve firm’s objectives (m9) and exploration of opportunities (m10). The
measurement variables for organizational factors are responsiveness to change
(m11), availability of qualified human resources (m12), availability of production
resources (m13), in-house development of technology related to the product to be
developed (m14), involvement of project leaders (m15) and focus on core com-
petency areas (m16). System integration includes the measurement of availability of
formal department that manages the system integration (m17), possession of
experienced engineers (m18), availability of middle management to handle system
integration (m19) and necessity of a product manager for system integration. In case
of financial resources, available funds for product development (m21), funds for
R&D (m22) and funds for marketing (m23) help to quantify the construct. The
technical improvements are measured by investment to upgrade technological
infrastructure (m24), technology forecasting (m25), usage of CAD/CAM (m26),
degree of implementation of group technology/cellular manufacturing (m27),
implementation of lean manufacturing practices (m28), presence of flexible man-
ufacturing system (m29), design for manufacturability (m30), enterprise resource
planning (m31), number of machine tools (m32) and trained manpower (m33). The
performance outcomes in this study are product quality and customer satisfaction.
Product quality is been measured by the achievement of quality guidelines as per

Table 33.2 (continued)

Constructs and manifests including reliability indices of
constructs of both success factors and success measures

Standardized regression
weights (SRWs)

m30: Design for manufacturability 0.78

m31: Enterprise resource planning 0.85

m32: Number of machine tools 0.92

m33: Trained manpower 0.85

6. Product quality (PQ)
[CR = 0.76; AVE = 0.57; a = 0.858]

–

m34: Meet quality guidelines 0.93

m35: Achieved product performance 0.76

m36: Achievement of design goal 0.67

7. Customer satisfaction (CS)
[CR = 0.81; AVE = 0.60; a = 0.889]

–

m37: Customer delight: cost aspects 0.81

m38: Customer delight: quality aspects 0.97

m39: Customer delight: specification and features aspects 0.90

m40: Customer delight: after-sales services aspects 0.80
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requirements (m34), attainment of product specifications as per customer require-
ment (m35) and achievement of design specifications (m36). In case of customer
satisfaction, the identified measures are customer delight: cost aspects (m37),
customer delight: quality aspects (m38), customer delight: specification and features
aspects (m39) and customer delight: after-sales services aspects (m40). The stan-
dardized regression weights (SRWs) have been calculated by using SEM approach
which links values of predictor variables to the dependent variables. The SRWs
with positive values are considered for further analysis to develop the structural
model. Table 33.2 enlists the manifest variables of latent constructs along with their
SRWs which represent positive values ranging from 0.46 to 0.97.

33.4.3 Structural Model

Analysis of measurement model is followed by the structural model formation. In
case of structural model, also the fitness tests are performed showing the appro-
priate model-to-data fit as v2 = 440.136, degrees of freedom = 256, v2/degrees of
freedom = 1.719, RMSEA = 0.048, GFI = 0.912, AGFI = 0.903 [44]. The
structural model represents the hypothesized relationships between entrepreneurial
culture and technical improvements which in turn control the NPD success which
can be measured by manifests of product quality and customer satisfaction. The
structural model is developed by using IBM SPSS Amos 21.0 software packages
which is shown in Fig. 33.2. Path estimates between latent constructs range from
0.41 to 0.92 representing that the assumed hypotheses are supported, and their
values are listed in Table 33.3.

Structural model depicts the interrelationship among latent constructs by ana-
lysing the hypotheses among them constructed from the available theoretical
background. It calculates the correlation among the constructs by using several
statistical analyses. The path values among these constructs are calculated by
multiple regression analysis using SEM approach. The obtained results from the
structural model are listed in Table 33.3 which clearly mentions the path values
among the latent constituents. These values interpret the interrelationship among
the two related constructs as described. It shows that entrepreneurial culture relates
to few variables which are treated as its associated variables such as organizational
factors, system integration and financial resources with positive path values of 0.92,
0.65 and 0.79. The direction of the arrowheads is also from entrepreneurial culture
to the related factors, as mentioned. So, this depicts that entrepreneurial culture
escalates these associated variables for future developments. Similarly, these
associated variables, i.e. organizational factors, system integration and financial
resources, motivate technical improvements of the firm representing through the
path values 0.73, 0.41 and 0.63, respectively. This technical improvement enriches
the product quality and customer satisfaction as well represented through the path
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values 0.84 and 0.79, respectively. The product quality and customer satisfaction
are treated as the outcome performance corresponding to NPD success of the firm
as the ultimate objective of any firm is to develop high-quality new products to
achieve customer satisfaction.

Figure 33.2 symbolizes the comprehensive framework consisting of both
measurement model and structural model merging all the latent constructs along

Fig. 33.2 Structural equation modelling (SEM) model interrelating latent constructs and their
measures after execution
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with their respective indicators. Measurement model is the relationship of latent
constructs with their indicators to define the constructs. These relationships are
represented by regression weights of manifest variables as shown in Table 33.2.
The structural model is the interrelationships of the constructs which are depicted
through path estimates as enlisted in Table 33.3. The figure also contains stan-
dardized errors associated with each manifest variable. Similarly, the error for
individual path coefficient for each latent constructs is also mentioned. The direc-
tion of the arrows linking the latent constructs brings high relevance as this infers
which construct has impact on the other. In case of measurement model, i.e. con-
nection between constructs and their indicators, the direction of arrows is from
construct towards indicators describing the connection of the manifest variables
with the respective latent construct. This model ultimately depicts the impact of
entrepreneurial culture on performance outcome, i.e. product quality and customer
satisfaction through technical improvements.

33.5 Conclusion

33.5.1 Theoretical Implications

This pragmatic research is an effort to add crucial contributions to the theory on the
essence of entrepreneurial culture in an organization for developing technical
improvements which in turn leads to NPD success in Indian manufacturing industries.
First, entrepreneurial culture and its associated variables along with their indicators
relative to technical improvements are recognized. Second, the impact of these con-
structs on technical improvements is verified incorporating the identification of indi-
cators of technical improvements as well. Third, the effect of technical improvements
on NPD success which in turn is quantified by product quality and customer satis-
faction is framed for better realization of these constructs in practical field.

Table 33.3 Statistics of path
estimates

Path description Hypotheses Estimates

EC ! OF H1a 0.92

EC ! SI H1b 0.65

EC ! FR H1c 0.79

OF ! T H2 0.73

SI ! T H3 0.41

FR ! T H4 0.63

T ! Q H5a 0.84

T ! CS H5b 0.79
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33.5.2 Managerial Implications

The inferences of this study portray the vitality of NPD success to achieve industrial
sustainability through achieving competitive advantages through developing
high-quality new products for attaining customers’ expectations. Entrepreneurial
culture plays a major role to achieve this target to make NPD activities a common
practice. The results contribute significant managerial implications highly valuable
for future developments.

First, entrepreneurial culture of the firm needs to be a common practice for
realizing the requirement of continuous NPD activities along with the regular
product development process. This culture develops the risk-taking capability in the
urge of developing something new and innovative. The entrepreneurial culture is
also associated with few variables which are highly related to technical improve-
ments. Organizational factors, system integration and financial resources are those
associated variables driven by entrepreneurial culture as recognized from the
available literatures linking to technical improvements for NPD success. The
indicators of entrepreneurial culture have also been identified to quantify the con-
struct. The study shows risk-taking capability, culture of developing new products
in the firm, providing technological leadership to continue research activities and
developing new products for innovation, new line product development, initiative
actions, development of products those are first to market, competitive approach,
productivity for high-risk projects, bold and wide-ranging actions to achieve
objectives and exploration of new opportunities are antecedents to define the
entrepreneurial culture of a firm. These practices help to generate the practice of this
culture in the firm to sustain in the competition. Entrepreneurial culture also relates
to organizational factors which can be improved through developing the culture of
responsiveness to change, hiring qualified human resources, accumulation of pro-
duction resources, betterment of in-house development technologies that are
required for development of new products, dedicated involvement of project leaders
to ensure the success of the project and urge to enrich the core competency of the
firm. System integration is another most vital constituent of entrepreneurial culture
which can be upgraded through ensuring the availability of formal department for
system integration, possessing experienced and skilled engineers, availability of
middle management to handle integration activities and hiring an experienced
product manager. In case of financial resources, availability of funds for product
development, R&D and marketing help to escalate technical improvements through
a well-planned entrepreneurial culture.

Second, the practice of entrepreneurial culture and organizational factors, system
integration and financial resources driven by entrepreneurial culture provide a
concrete support for technical facets which can be attained by investing to upgrade
the technological infrastructure with newly developed machines, technology fore-
casting to predict the future trend, using computer-aided systems like CAD/CAM,
implementing group technology, adopting lean manufacturing practices, using
flexible manufacturing system for manufacturing, applying design for
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manufacturability in the firm, adopting customized enterprise resource planning for
accurate planning, using various machine tools and appointing trained manpower.

Ultimately, the aim of all organizations is to attain competitive advantages to
sustain in the global competition. Development of new products with high quality
for achieving customer satisfaction is the only way to retain in the volatile market
environment. Product quality is one of the vital performance outcomes which can
be achieved by attaining quality guidelines as required by the customers, achieving
product specifications as per customer requirement and also achieving design
specifications as well. Attaining customer satisfaction is one of the toughest jobs as
the customer requirements are changing day by day which cannot be traced easily.
Customer satisfaction is predicted by customers’ delight in several aspects such as
cost, quality, specification and features and after-sales services.

The structural model framed in this study has clearly expressed the impact of
entrepreneurial culture and its associated variables (organizational factors, system
integration and financial resources) on technical improvements of the firm which
helps in achieving NPD success by producing high-quality new products for cus-
tomer satisfaction. This practice ensures the success as well as the survival of the
firm by providing better performance.

33.5.3 Limitations

The limitation is one of the inseparable parts of the research, and this study is not an
exception. The empirical research model gathers responses from a large number of
samples to analyse and deliver results. Accumulation of data from a huge number of
industry experts is quite a difficult task to be performed. Convincing the experts to
share their company’s information for the sake of the better is a very complicated
assignment. Moreover, the reliability of the obtained data is a matter of concern to
use them for the future analysis. Identification and elimination of inconsistent
responses are critical task before using them for analysis to draw the final results.
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Appendix

• Interview Protocol with description of latent variables

1. Entrepreneurial Culture (EC)

• Risk-taking capability (m1): Risk-taking capability which enhances the
probability of profit making
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• New product development culture (m2): Emphasis on development of new
and innovative products

• Technological leadership for R&D and innovation (m3): Emphasis on R&D,
technological leadership and innovations

• Development of many new lines of products (m4): Development of many
new lines of products or services to increase profitability

• Initiative actions (m5): Initiative actions to which competitors then respond
• First to market (m6): First to introduce new products/services, techniques,

technologies
• Highly competitive approach (m7): Adoption of very competitive,

“undo-the-competitors” posture
• Productivity for high-risk projects (m8): Strong productivity for high-risk

projects (with chances of very high returns)
• Bold and wide-ranging acts (m9): Bold and wide-ranging acts are necessary

to achieve the firm’s objectives
• Exploration of opportunities (m10): Adoption of bold, aggressive posture to

maximize the probability of exploiting opportunities.

2. Organizational Factors (OFs)

• Responsiveness to change (m11): Quick responses to the changes occur
during new product development.

• Availability of qualified human resources (m12): Available qualified human
resources successfully perform new product development activities.

• Availability of production resources (m13): Available production resources
for new product development.

• In-house development of technology (m14): In-house development of
technology related to the product to be developed.

• Involvement of project leaders (m15): Involvement of project leaders in
different activities at working level.

• Focus on core competency areas (m16): Focus on core competency areas
within the organization.

3. System Integration (SI)

• Availability of formal department (m17): Availability of formal department
that manages the system integration

• Possession of experienced engineers (m18): Possession of experienced
engineers with product knowledge in the system integration department who
help to integrate several teams working on separate modules

• Availability of middle management to handle system integration (m19):
Availability of middle management, with operational skills and under-
standing of corporate strategy, to handle system integration activities

• Necessity of a product manager (m20): Necessity of a product manager for
system integration.
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4. Financial Resources (FRs)

• Available funds for product development (m21): Availability of funds to be
spent on new product development activities

• Funds for R&D (m22): Allotment of funds for continuous research activities
and development of innovative products based on the findings of research
work

• Funds for marketing (m23): Funds spend on marketing activities to get
promote the newly developed products for increasing profit.

5. Technical Improvements (TIs)

• Investment to upgrade technological infrastructure (m24): Percentage of
funds invested for upgrading of technological infrastructure to make the
development process high-tech

• Technology forecasting (m25): Implementation of technology forecasting to
trace the difficulties

• Usage of CAD/CAM (m26): Usage of CAD/CAM and various
state-of-the-art technologies and newly launched technologies

• Group technology (m27): Degree of implementation of group technology/
cellular manufacturing

• Lean manufacturing (m28): Implementation of lean manufacturing practices
• Flexible manufacturing (m29): Presence of flexible manufacturing system
• Design for manufacturability (m30): Degree of adoption of Design for

Manufacturability and Assembly (DFMA)
• Enterprise resource planning (m31): Use of enterprise systems (ERP) for

product data management
• Number of machine tools (m32): Number of machine tools used in the

company for new product development process
• Trained manpower (m33): Availability of trained manpower to handle the

new product development activities skilfully and efficiently.

6. Product Quality (PQ)

• Meet quality guidelines (m34): Achieve the quality guidelines as per
requirements

• Achieved product performance goal (m35): Attainment of product specifi-
cations as per customer requirement

• Achievement of design goal (m36): Achievement of design specifications.

7. Customer Satisfaction (CS)

• Customer delight: cost aspects (m37): Achievement to develop the new
products within the cost as stated by customers

• Customer delight: quality aspects (m38): Attainment of quality of new
products as per customer requirements

• Customer delight: specification and features aspects (m39): Successful
development of new products as per specification and features mentioned by
customers
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• Customer delight: after-sales services aspects (m40): High-end after-sales
service facilities that company can provide after selling their products.
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Chapter 34
Managerial Support in R&D Operations
and Practices for Realizing
Technological developments

Sudeshna Roy, Nipu Modak and Pranab K. Dan

34.1 Introduction

Successful development of new products has become one of the most compelling
strategies for top management for sustaining in the competition [1, 2]. This com-
petition is becoming more challenging due to globalization insisting companies to
adopt innovative practices for industrial sustainability [3]. Products are no longer
been bounded to geographical limitations. Globalization makes new product
development (NPD) as an influential mechanism for strengthening the position of
the organization in the competitive market. It has become a vital determinant of the
endurance of the organization to attain competitive advantage accordingly [4].
Availability of several constituents, critical for NPD success, is famously known as
critical success factors (CSFs) [5, 6], which help to develop new products as per
customers’ demand, e.g., Cooper and Kleinschmidt [7]. The identification of var-
ious CSFs and the interactions among these constructs has been highlighted by
various researchers in the previous studies [8–11].

The objective of any organization is the success and survival in the competitive
market environment. This can be achieved through involving in continuous
developments by opting resources available for product development. Research and
development (R&D) is a vital activity every firm should be involved not only for
innovative product development but also for modifying the available products as
well [12–14]. Previously, organizations were unaware of R&D activities and its
requirements for achieving organizational success. But the globalization makes
them realize the need of developing new products for sustaining in the competition.
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This can be achieved by R&D operations and practices. Developing R&D opera-
tions and practices in the organization requires huge investment to achieve some-
thing that is unpredictable. But available researches portrayed the profitability
obtained by investing for R&D which able to provide high market share through
innovative product development [2].

Top management support is the motivation of top managers in NPD activities
along with their active participation. Managerial support not only encourages
attaining something new but it also motivates in taking risks associated with the
innovative actions to achieve uncertain goals. The product development process is
segmented in different stages from idea generation to commercialization [11].
Senior management’s participation and their encouraging behavior to complete the
development activities effectively are essential throughout the idea generation to
commercialization which is the key of NPD success. It helps to sustain in the
competitive market environment by enriching NPD capacity of the organization
through developing urge for innovations [15, 16]. Managerial support helps in
implementing various state-of-the-art technologies with proper learning through
knowledge sharing and utilizing the intellectual capital as well. Adoption of modern
technologies is closely associated with the NPD performance for developing new
products by thorough R&D activities by providing the updated technological
support required for the development [17]. Technological advancement is the
replication of R&D as R&D operations and practices add modern characteristics to
the available technologies and these modified technology resources can be able to
enrich the R&D activities by providing the updated features as well [18]. Again,
learning is a practice of skill development through sharing ideas, knowledge, and
information among the NPD teams which are helpful for NPD activities. The
cultural barriers among the various teams can be overcome by this practice which
helps in developing products as per their best ideas and knowledge [19, 20]. It is an
approach of restoring all the previous data and information for future application
purpose [21]. Like technology and learning, intellectual capital is the constituent
escalating R&D operations and practices for innovative product development.
Intellectual capital is the intangible asset to acquire competitive advantage for NPD
[22]. Intellectual capital comprises three types of capitals such as human capital,
structural capital, and relational capital [23]. Among these three capitals, relational
capital is mainly linked with R&D activities [24]. As the identification of the
success factors is critical to NPD success, the success measures for obtaining the
performance outcome of the organization are also been recognized. These perfor-
mance outcomes are different in different cases as applied by the researchers [25].
To identify the role of R&D activities for NPD success, the recognition of tech-
nological developments as a success measure for quantifying the NPD success is
essential to be taken care of [26]. Researches concerning the R&D activities to
develop new products with better technological developments have been performed
previously. But, the comprehensive approach considering the R&D practice along
with the role of top managers and other associated factors are remained unnoticed.
Consideration of managerial support and the other associated factors for R&D
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practice along with their antecedents is rarely been addressed in the previous
studies. A single model depicting these constructs along with the technological
development as performance measure for quantifying NPD success is clearly been
recognized. These vital research gaps create a platform where the answers of some
vital questions needed to be responded for the sake of the success of the organi-
zation. These research questions are: (1) What is the impact of R&D activities for
achieving NPD success? (2) What is the role of top management support to develop
the R&D practice in the organization? (3) What are the intermediate factors
influenced by managerial support which in turn escalate the R&D activities?
(4) What are the major performance outcomes that used to quantify NPD success of
the organization? The responses of these questions are able to realize the role of
R&D for NPD success by drawing the valuable inferences which help in realizing
the essentiality of above-mentioned constructs for innovative product development
practices.

The primary objective of this study is the formation of a higher-order model
realizing the responsibility of top management to motivate the associated factors for
developing a positive environment for R&D practice which in turn ensures the NPD
success. First, this research identifies the importance of managerial support and
motivation to encourage the factors such as technology resources, learning, and
intellectual capital for R&D practice. It also recognizes the indicators of these
constituents necessary to quantify these factors required for model development.
Second, the indicators of R&D operations and practices have recognized for real-
izing the impact of R&D on NPD success. The third contribution is identification of
performance outcome which is technological developments for attaining NPD
success. Ultimately, a gap concerning the role of R&D activities has been recog-
nized in small-and medium-sized enterprises (SMEs) in India. This empirical study
accumulates responses from experts of SMEs of Indian manufacturing industries for
developing the comprehensive model. The implications are drawn analyzing the
responses from manufacturing experts as well as the available researches.

This paper is segmented in the following sections: After introduction of the
study, the very next section is the theoretical background which portrays a
description of the theories on the basis of which the conceptual framework is
developed. It helps in developing the research hypotheses which need to develop
the structural model depicting the role of managerial support to escalate the tech-
nological resources, learning, and intellectual capital which in turn implement R&D
practices to achieve NPD success through technological developments. This section
also contains the path model developed from the hypotheses made from theoretical
background. The next section is the research methodology which includes research
objectives, methodology used for data analysis purpose along with the data col-
lection methods, and profiles of the Indian manufacturing companies participated in
this research. Next, the results and discussion section involves the analysis of
measurement validity, results and discussion of measurement model as well as
structural model for hypotheses testing, and developing the SEM model by using
IBM SPSS AMOS 21.0 software packages. Finally, the conclusion section
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concludes by inferring the theoretical contribution along with the managerial
implications about the role of top management and its associated constructs to
escalate R&D practices for NPD success.

34.2 Theoretical Background

Technological development is the key performance outcome to provide world-class
system which helps in achieving industrial success and sustainability [27]. R&D
activities are the one of the most vital practices to attain the technological devel-
opments which helps in modifying the existing products as well as developing the
innovative products as per customer requirements. There are number of factors
associated with the R&D operations and practices which needed to be identified and
analyzed to realize their effect on R&D for NPD success. Top management support
is the most vital and essential constituent of any development activities as because
without help and support from senior management, the development of new
products is impossible task to be performed. In practical scenario, top managers
optimize the utilization of technology resources, adoption of learning practice for
knowledge sharing, and exploitation of intellectual capital for R&D practices. The
R&D practice again motivates the NPD success through technological develop-
ments of the organization achieved by adopting the technological developments. On
the basis of the theoretical background, the hypotheses interrelating the constructs
for better NPD performance have been developed which are further analyzed for
final analysis.

34.2.1 Hypotheses Development

This study identifies the NPD success as a vital concern required for industrial
sustainability. Development of new products requires innovative actions achieved
through research activities along with the development of results of research
findings. Successful implementation of R&D activities is supported by top man-
agers by providing technology resources for adopting learning practices for utilizing
intellectual capital for NPD success. The performance outcome of NPD success is
measured by technological developments attained by the newly developed products
as a fruitful result of R&D activities.

34.2.1.1 Impact of Top Management Support on R&D Operations
and Practices

Role of top management support to control NPD activities is one of the vital concerns
which is analyzed in the previous empirical researches [28–30]. These available
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researches mostly highlight certain particular areas on which the impact of managerial
support is analyzed. Top management plays an active role by assessing and providing
guidance for utilizing organization’s capabilities to ensure the future growth. They
develop strategic planning of the organization along with taking the decisions about
which new products the organizations are going to develop, the investment amount
and area for profitability, and so forth. The research agenda of the organization is
another most vital decision top management bodies take for NPD success [31].
Efficient managerial support and motivation escalates R&D activities of the organi-
zation cascaded through few imperative constituents. Technology is one of those
factors to which R&D is closely associated for innovation [17, 32]. Identification of
technology resources along with their controllability on R&D enhances the firm
success [9]. Technology is often considered as the control variable signifying the
impact of technological support for R&D operations and practices [33]. Like tech-
nology, learning is another factor requires managerial support to escalate R&D
culture of the organization. Top management approves the fund adequate for tech-
nology researches and their developments and reforms the work process to optimally
utilize the technology opportunities in the organization. Managerial bodies expedite
technology transfer throughout the organization which helps in identical circulation
of technological facilities among all teams within the organization [34]. Sometimes,
managers arrange sponsors for funding the technology developments, but the
knowledge of sponsors about that technology is essential for ease of investment by
knowing the importance of the development for that project [35]. Prior technology
experience of the senior management and the team is also essential for successful
application of technology resources for R&D operations and practices [36]. Learning
is the result of strong collaborative culture which provides the interfaces of customers
with the developed products. It develops the overall information about the customers’
expectations essential for NPD success [37]. Learning helps to triumph over the
cultural barriers among the different teams which is essential for R&D [38]. It
escalates the knowledge-oriented human resource for improving R&D activities for
NPD [33]. Impact of top management support on organizational learning for better
innovation performance is a well-discussed topic by previous researchers [39]. Top
managers encourage knowledge-sharing practice among the same team as well as
different teams by providing all types of necessary resources on appreciating the
beneficial impression of knowledge sharing on NPD [40]. Top managers with expert
knowledge in multi-project encourages organizational learning process to build
superior organizational structure for R&D operations and practices [41]. Moreover,
the enthusiasm to contribute and accumulate knowledge to and from all classes
develops the practice of global knowledge integration beneficial for innovation [16,
40, 42]. The intangible assets of the organization known as intellectual capital cover
learning, knowledge, abilities, and strategies of the firm to achieve the objectives
[23]. Knowledge sharing considers the process of communicating about the personal
intellectual capital, and accumulation of knowledge concerns the encouraging the
others to share their knowledge and ideas. This practice improves the innovation
capability of the organization [43]. There are mainly three types of intellectual
capitals such as human capital, structural capital, and relational capital. Among these
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three, relational capital is the most important succeeded by human capital and
structural capital [24]. For enrichment of R&D activities, structural capital is mostly
effective concerning the investments in R&D and the number of R&D experts. The
mutual impact of these three constituents escalates R&D activities of the organization
which is previously cascaded from top management support. From this discussion,
the inferences can be drawn:

Hypothesis 1a (H1a) Efficient managerial support helps in proper utilization of
technology available for developing R&D operations and
practices in the organization.

Hypothesis 1b (H1b) Top management support escalates the learning capabilities
of the organization for successful implementation of R&D
operations and practices.

Hypothesis 1c (H1c) Support and motivation from senior management helps to
optimally utilize the available intellectual capital of the
organization for successful adoption of R&D operations and
practices.

Hypothesis 2 (H2) Technology positively enriches the R&D operations and
practices of the organization, essential for NPD success.

Hypothesis 3 (H3) Learning activities positively escalate the R&D operations
and practices of the organization opt for NPD success.

Hypothesis 4 (H4) Availability of plenty of intellectual capital enriches the
R&D operations and practices for NPD success.

34.2.1.2 Impact of R&D Operations and Practices on NPD Success

Innovative product development brings fortune to the organization through con-
tinuous research activities and development of research findings for successful NPD.
Investing for R&D activities grows the culture developing creative ideas, own
designs and additional features which helps in structuring unique products. R&D is
the approach of developing the new products with such specifications that cannot be
substituted by their competitors [11]. Investments in R&D operations and practices
mainly concern the investment for betterment of organizational infrastructure for
better NPD activities, appointment of skilled human resources, and sustainable
product development [32, 38]. Though R&D practice provides the NPD success as
well as the competitive advantage to the organization, it also associated with high
risks and uncertainties as the development of innovative ideas is always not feasible
[44]. Marketing department identifies the customer requirements, and based on that,
the new products are developed. Synchronization among the various teams is
required for the development of the unique products as expected by the consumers.
This practice improves the manufacturability of the organization for innovation [45].
R&D teams require qualified experts with huge NPD experiences for development of
new products as per requirement [46]. This discussion draws the statement:
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Hypothesis 5 (H5) R&D operations and practices help in developing new
products with technological developments which facilitated
the NPD success of the organization.

The theoretical background develops the framework considering the effect of
drivers (i.e., managerial support) on the R&D operations and practices to achieve
better performance outcome (i.e., NPD success in turn the technological develop-
ments) cascaded through technology, learning, and intellectual capital. From the
hypotheses developed from the discussed theoretical background, a comprehensive
path model has been configured as shown in Fig. 34.1.

34.3 Research Methodology

34.3.1 Research Objectives

This study explores the role of top management support for developing efficient
R&D activities in the organization cascaded through technology, learning, and
intellectual capital for achieving NPD success which in turn be measured by
technological developments. The development of the structural model accumulates
the primary data from Indian manufacturing industries.

34.3.2 Methodology

Structural equation modeling (SEM) is an approach used here for developing the
interrelationship among the factors, critical for the NPD and correlates them with
organizational success. The comprehensive statistical approach is used for testing
the hypotheses among latent and manifest variables and depicts their relationships
as well [47]. The representation of the structural model, estimation of path values,

Fig. 34.1 Path model of constructs depicting the effect of entrepreneurial culture on technical
improvements cascaded through its associated variables for NPD success
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and finally the testing of the developed model are performed by using SEM analysis
[48]. In this study, the interrelationship model has been developed by using top
management support as a success factor which enriches R&D practices of the firm
cascaded through technology, learning, and intellectual capital. Finally, R&D
positively influences technological developments of the newly developed products
for attaining NPD success.

34.3.3 Data Collection

This research accumulates the primary data from 76 manufacturing companies of
various corners of India. This empirical approach performs development of a
semi-structure questionnaire clustered into two sections, such as importance of the
manifests to measure the latent constructs and the implementation of those ante-
cedents in the practical field for successful execution of the respective constituents.
The targeted respondents are mainly the Directors, Presidents, Vice-Presidents, and
Managers of design and development departments concerned about the R&D
activities. Data have been collected mostly by direct interviewing method. Very few
responses have also been acquired through telephonic interviews and e-mail shar-
ing. The profiles of the companies actively participated in this primary survey have
been listed in Table 34.1.

Table 34.1 Composition of
samples participated in survey

Firm-level characteristics Frequencies

Industry
Fabrication

–

13

Electrical equipment 10

Industrial valves 10

Textile machineries 9

Fire-fighting equipment 9

Hydraulics and pneumatic 6

Burners and heaters 6

Material handling equipment 6

Cell and battery 3

R&D sectors 2

Air ventilators 2

Total number of respondents 76

Firm size (number of employees)
<25
26-100
>100

-
36
18
22

Annual turnover (in crore)
>1
1-5
<5

-
27
38
11
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34.4 Results and Discussion

34.4.1 Analysis of Measurement Validity

A semi-structure questionnaire has been developed for summing up the opinion and
suggestions from experts of Indian manufacturing industries. Each latent constructs
are associated with their respective manifest variables to quantify the latent vari-
ables. Each manifest again be segmented in two sections, such as importance of the
manifests to measure the latent construct and implementation of that manifest in the
practical field. There is another section associated with each latent construct which
is obstacle to implement those factors in the company. A 7-point Likert scale has
been used to quantify the latent variables. In case of importance, 1 denotes strongly
disagree and 7 denotes strongly agree. For implementation purpose, 1 represents
very low and 7 stands for very high degree of implementation. Respondents are also
given an open space to show their views about the obstacles they have been faced
during the development process for implementing the constructs like top man-
agement support and R&D practices. CR, AVE, and Cronbach’s alpha reliability
testing have been performed for testing the reliability of the collected data using
IBM SPSS 21.0 software. The CR values above 0.5 are considered as highly
reliable, whereas CR values in between 0.3 and 0.5 are also moderately reliable.
Again in case of AVE, values greater than 0.5 are trustworthy for analysis. a values
greater than 0.8 are highly reliable for data analysis though values near 0.7 can also
be acceptable [49, 50]. The standardized regression weights (SRWs) have been
calculated and listed in Table 34.2 along with the values for reliability indices, such
as CR, AVE, and a. Finally, the structural model depicting the interrelationships
among the latent variable as shown in Fig. 34.1 is developed by using IBM SPSS
AMOS 21.0 software.

34.4.2 Measurement Model Results and Discussion

The estimation of model fit has been performed by using confirmatory factor
analysis. The estimation of model fitness is the vital part of the analysis. This can be
achieved through calculating the model fitness. The model fitness can be analyzed
by multiple fitness tests such as chi-square including degree of freedom [51],
goodness-of-fit (GFI), adjusted-goodness-of-fit (AGFI) and root mean square of
error approximation (RMSEA) [52, 53]. The results of the fitness tests show that the
values are within the desired range—v2 = 398.056, degrees of freedom = 216, v2/
degrees of freedom = 1.843, RMSEA = 0.051, GFI = 0.912, and AGFI = 0.905
[54]. Though the values of GFI and AGFI are less than 0.90, their values are quite
satisfactory. In Table 34.2, the SRWs of the manifests have been enlisted which
show that their values range from 0.41 to 0.99 which depicts the feasibility of the
estimated relationships among the latent and manifest variables. Reliability indices
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Table 34.2 Constructs and indicators including reliability indices and path estimates

Constructs and manifests including reliability indices of constructs
of both success factors and success measures

Standardized
regression weights
(SRWs)

1. Top management support (TMS) –

[CR = 0.55; AVE = 0.43; a = 0.693]

m1: Support and motivation from top management 0.49

m2: Commitment throughout development 0.74

m3: Frequency of annual meeting 0.49

m4: Delegation of top management 0.71

m5: Leadership by example 0.78

m6: Willingness of taking risk of NPD 0.51

m7: Support for entrepreneurial culture 0.80

m8: Planning and objective 0.69

2. Technology (T) –

[CR = 0.67; AVE = 0.49; a = 0.759]

m9: Investment to upgrade technological infrastructure 0.69

m10: Technology forecasting 0.48

m11: Usage of CAD/CAM 0.73

m12: Group technology 0.82

m13: Lean manufacturing 0.68

m14: Flexible manufacturing 0.42

m15: Design for manufacturability 0.45

m16: Enterprise resource planning 0.56

3. Learning (L) –

[CR = 0.74; AVE = 0.56; a = 0.836]

m17: Debriefing of all NPD experiences of NPD team members 0.42

m18: Adoption of well-defined process 0.96

m19: Adoption of NPD manuals to assist managerial decision
making

0.95

m20: Collective review to assess the progress and performance 0.77

m21: Trend of attending in-house training program 0.88

m22: Providing on-the-job training to individuals 0.69

m23: Reporting about progress of NPD projects 0.73

m24: Maintenance of database containing factual information 0.83

m25: Maintenance of contact list of potential persons 0.86

m26: Development of guidelines to assist managerial decision
making

0.98

m27: Frequent updating of NPD management guidelines or manuals 0.90

m28: Managers’ participation in committees to expand knowledge 0.78

m29: Managers’ attendance in meetings and seminars 0.64

m30: Managers’ informal sharing and exchange information 0.89
(continued)
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such as CR and AVE are mostly greater than 0.5 and range from 0.55 to 0.74 and
0.43 to 0.56, respectively. The a range from 0.693 to 0.792 which is not greater
than 0.80 can be considered as reliable. These indices show the reliability of the
collected data which can be used for further analysis.

The measurement model of SEM analysis validates the occurrence of manifest
variables which correspond to their latent constructs. The manifest variables to
quantify the latent constructs as mentioned above are identified from the available
literatures as well as the experts’ opinion. This study covers the importance of
manifests in the respective organizations to measure their respective latent con-
structs, and at the same time, the degree of implementation of these measures in the
practical field is also considered. First, the role of top management support to

Table 34.2 (continued)

Constructs and manifests including reliability indices of constructs
of both success factors and success measures

Standardized
regression weights
(SRWs)

4. Intellectual capital (IC) –

[CR = 0.70; AVE = 0.52; a = 0.804]

m31: Enrichment of human capital 0.52

m32: Enhancement of process capital 0.89

m33: Improvement of innovation capital 0.87

m34: Relational capital 0.44

5. Research & Development (R&D) –

[CR = 0.69; AVE = 0.50; a = 0.792]

m35: Number of R&D persons 0.64

m36: Experience (years) of the R&D team members 0.84

m37: Qualification of the R&D team members 0.75

m38: Investment in R&D infrastructure 0.84

m39: R&D management vision and direction 0.70

m40: Number of patents 0.93

m41: R&D-oriented culture 0.62

m42: Investment in cleaner technology research 0.41

m43: Adoption of methods for sustainable product development 0.56

m44: Scope and facility 0.99

6. Technological developments (TD) –

[CR = 0.61; AVE = 0.48; a = 0.726]

m35: Technological breakthrough 0.67

m36: Beating competition technologically 0.91

m37: Expanding product family 0.89

m38: Rate of product failure 0.85

m39: Frequency of product launching 0.56

m40: Reduction of risks 0.60
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motivate technology, learning, and intellectual capital is identified. Top manage-
ment support is a practice which is measured by motivation from senior manage-
ment to develop new products (m1), commitment of senior managers throughout
the development process (m2), frequency of annual meeting (m3), delegation of top
managers for developing new products successfully (m4), efficient leadership
provided by the senior managers (m5), willingness of taking risk of NPD (m6),
support for developing the entrepreneurial culture in the organization to welcome
new challenges by taking the risks (m7), and setting of well-defined plan according
to the objective of the organization (m8). The loading values of top management
support range from 0.49 to 0.80 showing the incidence of manifest variables to the
construct, i.e., top management support. Now, top management support influences
technology for controlling R&D activities. Investment to upgrade technological
infrastructure (m9), practice of technology forecasting (m10), application of
computer-aided design and computer-aided manufacturing (m11), adoption of
group technology (m12), application of lean manufacturing (m13), adoption of
flexible manufacturing systems (m14), design for manufacturability (m15), and
adoption of customized enterprise resource planning measure the technology to
successfully motivate the R&D practices in the organization. The values of mea-
sures show range from 0.42 to 0.82 which are positive. This depicts the fact of
occurrence of the above-identified measures to quantify technology construct.
Learning is the another variable influenced by managerial support which is mea-
sured by debriefing of all NPD experiences of NPD team members (m17), adoption
of well-defined process to guide the formation of any NPD project (m18), prepa-
ration of NPD manuals to assist managerial decision making (m19), collective
review to assess the progress and performance of NPD projects (m20), trend of
attending in-house training program (m21), opportunities for on-the-job training to
individuals who are relatively new to managing NPD activities (m22), reporting
about progress of NPD projects (m23), maintenance of database containing factual
information on each of its NPD projects (m24), maintenance of contact list of
potential persons (m25), development of checklists or guidelines to assist man-
agerial decision making and actions while managing NPD activities (m26), frequent
updating of NPD management guidelines or manuals (m27), managers’ participa-
tion in committees to expand knowledge (m28), their attendance in meetings,
seminars, or retreats to exchange NPD-related information and experiences (m29),
and informal sharing and exchange information among them (m30). The values of
factor loadings of these mentioned measures are positive and range from 0.42 to
0.98 showing the contribution of these manifests to measure the learning. Another
construct to escalate the R&D activities is intellectual capital. Enrichment of human
capital (m31), process capital (m32), innovation capital (m33), and relational capital
(m34) develops the intellectual capital of the organization valued from 0.44 to 0.89
to enrich the R&D activities essential for NPD. R&D practice is escalated by
managerial support which is cascaded from the above-mentioned variables. Number
of R&D persons (m35), their experiences (m36), their qualification (m37),
investment in R&D infrastructure (m38), vision and direction of R&D management
(m39), number of patents (m40), R&D-oriented culture in the organization
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encouraging the innovative ideas (m41), investment in cleaner technology research
(m42), adoption of methods for sustainable product development (m43), and
available scopes and facilities in the organization to develop the R&D culture (m4)
are used to quantify the R&D culture in the practical field of product development.
The occurrence of these measures is ranging from 0.41 to 0.99. The outcome
performance of NPD success is measured by technological developments which is
again quantified by technological breakthrough (m45), attaining the success
through achieving strong technological characteristics to beat the competitors
(m46), expansion of product family (m47), rate of product failure (m48), frequency
of product launching (m49), and reduction of risks (m50). The regression weights
of outcome performance range from 0.56 to 0.91 showing the positive values and
can be considered for further analysis. These SRWs are calculated by SEM using
IBM SPSS AMOS 21.0 that has been listed in Table 34.2.

34.4.3 Structural Model Results and Discussion

The next step of formation of measurement model is the development of structural
model. In case of structural model, also the previously mentioned fitness tests have
been performed. The values of the parameters show the appropriate model-to-data
fit as v2 = 425.901, degrees of freedom = 235, v2/degrees of freedom = 1.812,
RMSEA = 0.047, GFI = 0.921, and AGFI = 0.915 [54]. This structural model
defines the role of top management support to control the R&D activities which in
turn enhance the technological improvements of the company and the NPD success
as well. IBM SPSS AMOS 21.0 software has been used to develop the structural
model shown in Fig. 34.2. The value of path estimates among the constructs range
from 0.41 to 0.98. These depict that the assumed hypotheses are supported which
states that top management support motivates R&D activities linked through
technology, learning and intellectual capital which positively influence NPD suc-
cess of the firm measured by technological developments as enlisted in Table 34.3.

Interrelationships among the latent constructs are depicted by the structural
model developed by using SEM approach by IBM SPSS AMOS 21.0. The inter-
relationships have been established by testing set hypotheses depicting the relation
between two constructs. The hypotheses among the constructs have been set from
the available theoretical background. The correlation among the constructs has been
analyzed by number of statistical analyses. Multiple regression analysis calculates
the path values among the constructs, and the values are listed in Table 34.3. These
values show the interrelationship of the constructs such as if the value is positive
that portrays the significance of that path between two constructs that means the
constructs are interrelated, whereas negative value shows the insignificance. In this
developed structural model, top management support relates to technology, learn-
ing, and intellectual capital by 0.98, 0.56, and 0.69, respectively. These constructs
again are connected with R&D activities showing the path values as 0.81, 0.78, and
0.41, respectively. The path value between R&D practice and NPD success which
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in turn be measured by technological developments is estimated by the value as
0.74. All the estimated values are positive and quite high which depicts that the
assumed hypotheses are correct. Finally, the ultimate objective of the firm to
achieve NPD success through technological developments by R&D culture is
achieved.

Fig. 34.2 Structural equation modeling (SEM) model interrelating latent constructs and their
measures after execution
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Figure 34.2 represents a comprehensive framework of latent constructs along
with their manifest variables combining both measurement model and structural
model together. This model also includes the manifest variables along with their
latent constructs. The measurement model is the measurement of constructs by
quantifying their values which are shown by linking among them. The connection
of latent constructs with their measures is calculated by regression weights as
mentioned in Table 34.2. The structural model is the representation of the inter-
relationship among the latent constructs measured by the path estimates as listed in
Table 34.3. The figure consists of standardized error terms along with each man-
ifest variable showing the difference of the actual value and the desired value.
Similarly, the errors corresponding to the each latent constructs are also calculated.
The direction of arrows in between the latent constructs is highly significant as this
shows that which construct has the impact on which construct. For example, the
direction of arrow in between top management support and technology is from top
management support toward technology which means top management support
escalates technology to achieve NPD success. In case of measurement model, the
direction of arrow is from construct to the indicators. This means that these mea-
sures are used to quantify that particular construct. Finally, the model depicts the
role of managerial support for successful adoption of R&D activities through
technology, learning, and intellectual capital for achieving NPD success.

34.5 Conclusions

34.5.1 Theoretical Implications

This empirical research is a novel approach to add the quintessence of R&D in the
organization for NPD success by providing technological developments in Indian
manufacturing industries. First, antecedents of R&D operations and practices for
technological developments are identified. Second, the impact of top management
and its related factors to improve R&D culture is recognized. The indicators of
these constructs are documented to quantify these constituents for developing the
detailed framework. Third, the outcome performance of the organization is

Table 34.3 Statistics of path
estimates

Path description Hypotheses Estimates

TMS ! T H1a 0.98

TMS ! L H1b 0.56

TMS ! IC H1c 0.69

T ! R&D H2 0.81

L ! R&D H3 0.78

IC ! R&D H4 0.41

R&D ! TD H5 0.74
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measured by technological developments providing the platform to achieve com-
petitive advantages making the organization superior from its competitors which in
turn intensifies NPD success in challenging market environment.

34.5.2 Managerial Implications

The interpretations of this study designate the essentiality of NPD practice for
attaining success and survival in the global competition. The consumer behavior is
the most uncertain thing that always should be kept in track to achieve the target.
R&D operations and practices are the most dynamic practice to fulfill the customer
expectations which help to enrich NPD performance in continuous basis. The
findings of this study draw substantial managerial implications extremely valuable
for future developments.

First, R&D activities of the firm are a very crucial practice every organization
should be aware of to perform NPD on regular basis. The requirement of this
culture for all size of organizations is already an established phenomenon. Despite
of its vitality, R&D is an overlooked practice in SMEs due to dearth of innovative
mentalities developed from the chance of failure. This study illustrates the way of
developing the R&D practice with the thorough support and motivation from top
management. The commitment of higher authority throughout the development
process makes this approach a successful one. Moreover, frequent annual meetings,
delegation of top management, and strong leadership make the R&D activities
feasible in practical scenario. Moreover, the urge of taking risks of NPD avoiding
the chances of failure builds the R&D practice in the organization. This risk-taking
capability is the result of entrepreneurial culture which can be obtained through
proper planning and objectives of senior management. There are certain con-
stituents desperately vital for R&D practice development which requires constant
support from management bodies. Technology is one of them which needs to be
taken care of for continuous implementing the creative ideas developed from
research activities. Investment of funds for upgrading technological infrastructure
helps in providing updated technologies for product development process.
Implementation of technology forecasting makes the organization aware of the
difficulties in future days. Moreover, usage of computer-aided designs, manufac-
turing various state-of-the-art technologies, group technology, lean manufacturing,
flexible manufacturing, design for manufacturability, and enterprise resource
planning help to achieve high-tech facilities in the organization for successful
product development process. Not only the available technologies, but also R&D
requires proper learning for fruitful adoption of these technologies in the practical
field. Learning is another practice essential for R&D which includes debriefing of
all NPD experiences of NPD ream members, both prior and current which helps in
framing the future developments. It develops culture of adoption of well-defined
process which helps in guiding the configuration of any NPD project. Learning can
be more structured through adoption of NPD manuals to assist managerial decision
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making while forming or managing NPD activities. The collective review to assess
the progress and performance of NPD projects along with reporting of progress
provides the learning activities a concrete shape. Moreover, trend of attending
externally conducted training programs and practical training to individuals who are
new in managing NPD activities develops skills of NPD team members.
Maintenance of database containing factual information on each of its NPD projects
such as data and purpose of the NPD project, names of NPD team managers,
maintenance of contact list of persons (insiders/outsiders) who have potential to
assist NPD activities helps in continuing the R&D operations and practices with due
from the senior management. Development of checklists or guidelines to assist
managerial decision making and actions while managing NPD activities along with
the frequent updating of these guidelines directs the organization to develop the
products in a well-defined manner. As the role of managerial support is inevitable to
build the learning culture a successful practice, managers’ participation in com-
mittees to expand knowledge, their attendance in meetings, seminars, or retreats to
exchange NPD-related information and experiences, also the informal sharing and
exchange of NPD-related information, and know-how with peers or colleagues
make NPD activities a successful process. The intellectual capital is an asset of the
organization which boosts up the R&D practice to a different level ensuring the
success of the organization. Enrichment of human capitals such as competence,
experience, knowledge, skills, attitude, commitment, and wisdom of employees and
managers, enhancement of process capital by workflow, operation processes,
specific methods, business development plans, information technology systems,
and cooperative culture, improvement of innovation capital by intellectual prop-
erties such as patents, copyrights, trademarks, and know-how, augmentation of
level of relational capital which includes all value of stakeholders, customers, and
supplier relations enrich the R&D practice by providing the intellectual capital
which makes the difference in performance from the competitors.

Second, the R&D operations and practices get a motion from appropriate
managerial support and motivation escalated through constituents like technology,
learning, and intellectual capital improving the quality of R&D for successful
development of new products in an incessant manner. Availability of R&D
department and concerned team is the first and foremost criterion for structuring the
creative ideas to attain the NPD target. This practice requires sufficient number of
R&D persons having experiences in NPD teams. The qualification of R&D team
members is also a matter of concern for selecting the R&D team members. This
team should have a well-defined vision and direction crucial for success. The
number of patents, scope and facility, and R&D-oriented culture makes the
development quality more enriched through continuous enhancement of NPD
performance by research activities. The most vital thing above all of these manifests
is investments in R&D infrastructure, cleaner technology research, and adoption of
methods for sustainable product development which make the research activities
feasible to shape the innovative ideas.

Finally, the primary objective of the firm is the achievement of NPD success to
attain the success and survival of the organization. R&D is an activity providing
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competitive advantage to the firm to acquire better performance helping to develop
products innovative as well as superior than their competitors. This study highlights
the technological developments of the developed products which have been con-
sidered as the performance outcome of NPD success. The R&D operations and
practices boost the technological breakthrough which helps in beating the com-
petitors technologically. It also expands the product family providing the varieties
of products. R&D practice increases the frequency of product launching producing
creative ideas. It also reduces the rate of product failure and also lowers the risk of
development as well.

The structural model developed in this study shows the importance of R&D
operations and practices for successful NPD escalated from managerial support to
attain required constituents of R&D activities such as technology, learning, and
intellectual capital which helps in developing new products with high technological
aspects. This practice helps to achieve the success as well as endure in the com-
petitive market environment overcoming the obstacles.

34.5.3 Limitations

Limitation is a part of every research which cannot be avoided. This research also
contains certain limitations which provide the scope of further improvement. The
major limitation of this research is the large number of responses required for
analysis. Collection of data by convincing the industrial experts is quite a tough and
laborious task to be performed. Experts are sometimes not interested to share their
company’s information which makes the job more difficult. Another limitation is
the question of reliability of the obtained data. Recognition of untrustworthy data
and removal of those data are the required tasks to be done before using them for
the future analysis.
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Appendix I

• Interview protocol with description of latent variables

1. Top Management Support (TMS):

• Support and motivation from top management (m1): Strong support and
continuous motivation from senior management to develop new products,
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• Commitment throughout development (m2): Commitment of senior man-
agers throughout the development process to get the job done perfectly as
required,

• Frequency of annual meeting (m3): Frequent arrangement of meetings to
continue the development process uninterruptedly,

• Delegation of top management (m4): Delegation of top managers for
developing new products successfully

• Leadership by example (m5): Efficient leadership provided by the senior
managers,

• Willingness of taking risk of NPD (m6): Risk-taking attitude of senior
management for NPD,

• Support for entrepreneurial culture (m7): Support for developing the entre-
preneurial culture in the organization to welcome new challenges by taking
the risks,

• Planning and objective (m8): Setting the well-defined plan according to the
objective of the organization.

2. Technology (T):

• Investment to upgrade technological infrastructure (m9): Percentage of funds
invested for upgrading of technological infrastructure to make the devel-
opment process high-tech,

• Technology forecasting (m10): Implementation of technology forecasting to
trace the difficulties,

• Usage of CAD/CAM (m11): Usage of CAD/CAM and various
state-of-the-art technologies and newly launched technologies,

• Group technology (m12): Degree of implementation of Group technology/
Cellular manufacturing,

• Lean manufacturing (m13): Implementation of lean manufacturing practices,
• Flexible manufacturing (m14): Presence of Flexible manufacturing system,
• Design for manufacturability (m15): Degree of adoption of Design for

manufacturability and assembly (DFMA),
• Enterprise resource planning (m16): Use of enterprise systems (ERP) for

product data management.

3. Learning (L):

• Debriefing of all NPD experiences of NPD team members (m17): Tradition
of debriefing of prior and/or current NPD experiences of NPD team members
in your company,

• Adoption of well-defined process (m18): Adoption of well-defined process
to guide the formation of any NPD project,

• Adoption of NPD manuals to assist managerial decision making (m19):
Adoption of NPD manuals to assist managerial decision making and/or
actions while forming or managing NPD activities,
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• Collective review to assess the progress and performance (m20): Collective
review to assess the progress and performance of NPD projects of your
company,

• Trend of attending in-house training program (m21): Managers’ attendance
in meetings, seminars, or retreats to exchange NPD-related information and
experiences,

• Providing on-the-job training to individuals (m22): Opportunities for
on-the-job training to individuals who are relatively new to managing NPD
activities,

• Reporting about progress of NPD projects (m23): Reporting about progress
and performance of NPD projects,

• Maintenance of database containing factual information (m24): Maintenance
of database containing factual information on each of its NPD projects (such
as data and purpose of the NPD project, names of NPD team managers),

• Maintenance of contact list of potential persons (m25): Maintenance of
contact list of persons (insiders/outsiders) who have potential to assist NPD
activities,

• Development of guidelines to assist managerial decision making (m26):
Development of checklists or guidelines to assist managerial decision
making and actions while managing NPD activities,

• Frequent updating of NPD management guidelines or manuals (m27):
Frequent updating of NPD management guidelines or manuals,

• Managers’ participation in committees to expand knowledge (m28):
Managers’ participation in forums such as committees or task forces to
expand knowledge,

• Managers’ attendance in meetings and seminars (m29): Managers’ atten-
dance in meetings, seminars, or retreats to exchange NPD-related informa-
tion and experiences,

• Managers’ informal sharing and exchange information (m30): Managers’
informal sharing and exchange of NPD-related information and know-how
with peers or colleagues.

4. Intellectual Capital (IC):

• Enrichment of human capital: Enrichment of company’s human capital by
employees’ and managers’ competence, experience, knowledge, skills, atti-
tude, commitment, and wisdom,

• Enhancement of process capital: Enhancement of company’s process capital
by workflow, operation processes, specific methods, business development
plans, information technology systems, and cooperative culture,

• Improvement of innovation capital: Improvement of company’s innovation
capital by intellectual properties such as patents, copyrights, trademarks, and
know-how,

• Relational capital: Level of relational capital which includes all value of
stakeholders, customers, and supplier relations.
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5. Research & Development (R&D):

• Number of R&D persons (m35): Number of R&D persons associated with
the R&D activities,

• Experience of the R&D team members (m36): Experience (number of years)
of R&D team members having skills in framing innovative ideas to a con-
crete shape which helps in the new product development,

• Qualification of the R&D team members (m37): Qualification of the R&D
team members which affects the continuous flow of the product
development,

• Investment in R&D infrastructure (m38): Amount of funds invested to
develop the R&D infrastructure,

• R&D management vision and direction (m39): Concrete vision and direction
of R&D management to develop new products,

• Number of patents (m40): Number of patents of the organization,
• R&D-oriented culture (m41): R&D-oriented culture in the organization

encouraging the innovative ideas,
• Investment in cleaner technology research (m42): Investment to adopt the

cleaner technology in the organization,
• Adoption of methods for sustainable product development (m43): Various

types of methods are adopted for sustainable product development,
• Scope and facility (m44): Available scopes and facilities in the organization

to develop the R&D culture.

6. Technological developments (TD):

• Technological breakthrough (m45): Achievement of technological
breakthrough,

• Beating competition technologically (m46): Attainment of the success
though achieving strong technological characteristics to beat the competitors,

• Expanding product family (m47): Expansion of product family through
developing various kinds of products by R&D activities,

• Rate of product failure (m48): Fail to develop the products as per
requirements,

• Frequency of product launching (m49): Frequent launch of the new products,
• Reduction of risks (m50): Reduction the risks associated with NPD.
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